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#### Abstract

We derive a non-Markovian generalization to the quantum kinetic theory described by Walser et al. [Phys. Rev. A 59, 3878 (1999)] in the absence of a condensed fraction for temperatures above the Bose-Einstein condensation temperature i.e., $T>T_{c}$. Within this framework, quasiparticle damping arises naturally due the finite duration of a binary collision and it leads to a systematic Markov approximation from the non-Markovian Born theory. Such a self-consistent theory conserves the total energy to second order in the interaction strength. By introducing an improved damping function, we demonstrate global energy conservation at the order of the perturbation theory. Finally, we apply this kinetic theory to a simple model of an inhomogeneous Bose gas that is confined in a spherical box. By studying numerically the real-time quantum evolution towards equilibrium, we obtain damping rates and frequencies of the collective modes and illustrate the emergence of differing time scales for correlation and relaxation.
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## I. INTRODUCTION

In the mean-field approximation, a Bose-condensed phase is well described by the Gross-Pitaevskii (GP) equation [1]. Examples of collective phenomena that arise at the meanfield level include the formation of vortex states [2-6] and collective excitations [7-9]. In this context, the GP equation is often sufficient to describe the dynamics at $T=0$. However, at finite temperatures, $0<T<T_{c}$, it is important to include effects due to the presence of a thermal component. These thermal, noncondensed atoms interact mutually and with the condensed atoms via binary collisions. In fact, the collisional dynamics is the microscopic mechanism for evaporative cooling and it leads to Bose-Einstein condensation (BEC). Finite temperature effects are also responsible for phenomena such as phase diffusion and damping of collective excitations. In order to describe these effects, the inclusion of collisions due to the thermal component becomes essential. A generalized GP equation, for example the Hartree-Fock-Bogoliubov approach, includes the effects of collisions only indirectly through their energy shifts and hence is valid only at very low temperature (collisionless regime).

In the other limit, $T>T_{c}$, the condensate component is absent and the thermal component completely determines the dynamics. This limit is well described by the quantumBoltzmann ( QB ) equation. Thus, a nonequilibrium kinetic theory, which interpolates between the GP and the QB limits corresponding to $T=0$ and $T>T_{c}$, respectively, is necessary to provide such a complete description.

Currently, there exist a number of kinetic theories including those based on quantum stochastics [10,11], the FokkerPlanck equation [12], generalized single-time master equations [13-15], a semiclassical hydrodynamic approach [ 16,17 ], and a Green's-function approach [18-20]. However, obtaining explicit solutions for the nonequilibrium dynamics has remained a challenge. In particular, the condensate growth dynamics is still a very active area of research [21,22]. More recently, Monte Carlo simulations have provided an alternative approach to the solution of nonequilib-
rium master equations [23-26]. In particular, Jackson and Zaremba [26] have shown good agreement with experimental observations of decay rates and frequencies. However, Monte Carlo approaches suffer from the simulation noise that can lead to a spread in the value of quantities that should be exactly conserved. Also the theory as formulated can only be applied to situations in which the anomalous pair correlations are not important (Popov approximation). Under certain conditions, typically when the interactions are strong, anomalous densities can play a significant role. This was the case, for example, in the recent observation of Ramsey-type oscillations [27] and their subsequent theoretical explanation [28].

Energy conservation in theories with Boltzmann-type collision integrals is typically enforced by requiring exact energy conservation in each individual collision event. From a fundamental perspective this is unsatisfactory as it would be preferable if energy conservation would arise intrinsically from the theoretical formulation. The essential point is that such an approach would allow off-the-energy-shell collision events as long as energy is conserved overall. In practice, this requires including effects arising from the finite duration of a collision and quasiparticle damping.

Another issue for consideration is the question of Markovian versus non-Markovian dynamics in an inhomogeneous system. Even though, for a dilute Bose gas, memory effects can be neglected under the principle of rapid attenuation of correlations, non-Markovian behavior is intricately related to the conservation properties [29-33]. For example, the Markovian-Boltzmann type kinetic equations derived by Walser et al. [34] conserves energy only to first order [35]. Previous attempts to address this issue have been limited to the discussion of systems with translational symmetry [36,37].

In this paper, we generalize the kinetic theory derived in Ref. [34] in order to address the problems discussed above. Presently, we limit our goal to the derivation of a systematic Markov approximation from the non-Markovian Born theory by including finite duration effects and quasiparticle damping. Using the short- and long-time behavior of the two-time

Green's function, we obtain a damping function that gives improved energy conservation to second order in the perturbation parameter.

We apply this theory to a simple model of an inhomogeneous Bose gas confined in a spherical box above $T_{c}$ with discrete basis states. The usual Born-Markov theory gives a $\delta$-function energy conservation that for any interacting system will result in only exchange collisions. Therefore introducing finite duration effects facilitates the calculation by relaxing the energy-conservation condition. The simplicity of this model allows us to study the real-time evolution of the system from some initial state to a final state of equilibrium. We perform a linear-response calculation to study the stability and damping rates for the steady-state solution. A calculation on similar lines with a more realistic model of a harmonic trapping potential and nonvanishing condensate $(\alpha)$ and pair-correlation ( $\tilde{m}$ ) components will ultimately make comparison with experimental observations of the frequency and damping rates of collective excitations possible. This will be discussed in a forthcoming paper [38].

This paper is organized as follows. In Sec. II, we derive a non-Markovian generalization to the kinetic theory of Ref. [34] using the prescription of a nonequilibrium statistical operator method [39]. Both quasiparticle damping and damping arising from the finite time of collision events are discussed in Sec. III. This has implications for the underlying symmetries of the theory and their associated conserved quantities. In Sec. IV, we apply this generalized kinetic theory to a simple model of an inhomogeneous dilute Bose gas confined in a spherical box and obtain a self-consistent steady-state solution to the second-order kinetic theory. Finally in Sec. V, we study the response of the system to a small perturbation. This allows us to determine the frequencies and damping rates of collective modes.

## II. KINETIC EQUATIONS

We start with the many-body Hamiltonian for a weakly interacting Bose gas given by

$$
\begin{equation*}
\hat{H}=\hat{H}^{(0)}+\hat{H}^{(1)} \tag{1}
\end{equation*}
$$

where $\hat{H}^{(0)}$ is the single-particle Hamiltonian that is defined as

$$
\begin{equation*}
\hat{H}^{(0)}=\varepsilon^{12} \hat{a}_{1}^{\dagger} \hat{a}_{2}, \tag{2}
\end{equation*}
$$

using the implicit summation convention for repeated indices. The two-body energy $\hat{H}^{(1)}$ is given by

$$
\begin{equation*}
\hat{H}^{(1)}=\phi^{1234} \hat{a}_{1}^{\dagger} \hat{a}_{2}^{\dagger} \hat{a}_{3} \hat{a}_{4} \tag{3}
\end{equation*}
$$

The bosonic operators $\hat{a}_{1}$ and $\hat{a}_{1}^{\dagger}$ annihilate and create a particle in a single-particle state $|1\rangle$, respectively. The abbreviated notation $|1\rangle$ represents a state specified by a complete set of quantum numbers for both the motional and electronic degrees of freedom.

We assume that the particles are confined by an external trapping potential $V_{\text {ext }}$. Thus, the matrix elements of the single-particle Hamiltonian are given by

$$
\begin{equation*}
\varepsilon^{12}=\langle 1| \frac{\hat{\mathbf{p}}^{2}}{2 m}+V_{\mathrm{ext}}(\hat{\mathbf{x}})|2\rangle \tag{4}
\end{equation*}
$$

where $m$ is the mass. The binary interaction is mediated by a short-range repulsive potential $V_{\text {bin }}$. This gives the symmetrized $(\mathcal{S})$ matrix elements

$$
\begin{equation*}
\phi^{1234}=(\mathcal{S})\langle 1| \otimes\langle 2| V_{\text {bin }}(\hat{\mathbf{x}} \otimes 1-1 \otimes \hat{\mathbf{x}})|3\rangle \otimes|4\rangle . \tag{5}
\end{equation*}
$$

In the low-energy limit $V_{\text {bin }}$ can be approximated by a contact potential with the matrix elements given by

$$
\begin{equation*}
\phi^{1234} \approx \frac{V_{0}}{2} \int_{-\infty}^{\infty}\langle 1 \mid \mathbf{x}\rangle\langle 2 \mid \mathbf{x}\rangle\langle\mathbf{x} \mid 3\rangle\langle\mathbf{x} \mid 4\rangle d^{3} x . \tag{6}
\end{equation*}
$$

The interaction strength $V_{0}$ is related to the scattering length $a_{\mathrm{s}}$ by $V_{0}=4 \pi \hbar^{2} a_{\mathrm{s}} / m$.

Here, we use the well-known nonequilibrium statistical operator method $[39,40]$ to obtain an explicitly nonMarkovian version of the kinetic theory [34]. In this approach, the nonequilibrium state of a weakly interacting quantum gas is specified by a set of single-time master variables. For our system, the most important master variable is the single-particle density matrix $f(t)$,

$$
\begin{equation*}
f_{12}(t)=\left\langle\hat{a}_{2}^{\dagger} \hat{a}_{1}\right\rangle=\operatorname{Tr}\left\{\hat{a}_{2}^{\dagger} \hat{a}_{1} \sigma(t)\right\}, \tag{7}
\end{equation*}
$$

where $\langle\cdots\rangle=\operatorname{Tr}\{\cdots \sigma(t)\}$ and $\sigma(t)$ is the statistical manybody density operator. We focus our studies on the temperature regime above and in the close proximity to the critical temperature for BEC. For this reason, we do not consider either symmetry breaking fields $\left\langle\hat{a}_{1}\right\rangle$, or the anomalous fluctuations $\left\langle\hat{a}_{1} \hat{a}_{2}\right\rangle$. We therefore define $\left\{\hat{\gamma}_{0}=1, \hat{\gamma}_{k}=\hat{a}_{2}^{\dagger} \hat{a}_{1} \mid k\right.$ $\in\{(1,2)\}\}$ as our complete set of relevant operators. The expectation values of these operators, $\gamma_{k}(t)=\left\langle\hat{\gamma}_{k}\right\rangle$, are the only quantities that will appear in the final kinetic equations.

The time evolution of the nonequilibrium statistical operator $\sigma(t)$ is described by the Liouville equation with an extra source term on the right-hand side:

$$
\begin{equation*}
\frac{d}{d t} \sigma(t)+\frac{i}{\hbar}[\hat{H}, \sigma(t)]=-\eta\left(\sigma(t)-\sigma^{(0)}(t)\right) \tag{8}
\end{equation*}
$$

Such a source term breaks the time-reversal symmetry of the Liouville equation and represents a convenient way to incorporate the irreversible character of macroscopic processes. We will see later that this procedure leads to finite duration of collision effects and quasiparticle damping. The relevant distribution $\sigma^{(0)}(t)$ given by

$$
\begin{equation*}
\sigma^{(0)}(t)=\sigma_{\{\gamma(t)\}}^{(0)}=\exp \left\{\hat{\gamma}_{k} \Upsilon^{k}(t)\right\} \tag{9}
\end{equation*}
$$

where $\Upsilon^{k}(t)$ are the Lagrange multipliers, represents a special solution that maximizes the information entropy $S^{\prime}=$ $-\operatorname{Tr}\left\{\sigma^{\prime} \ln \left(\sigma^{\prime}\right)\right\}$ for the given averages $\gamma_{k}(t)$. Furthermore,
at some initial instance $t=t_{0}$ in the remote past, we can assume that $\sigma\left(t_{0}\right)$ corresponds to its noninteracting value and therefore

$$
\begin{equation*}
\sigma\left(t_{0}\right)=\sigma^{(0)}\left(t_{0}\right) \tag{10}
\end{equation*}
$$

The Lagrange multipliers $\Upsilon^{k}(t)$ are calculated from the selfconsistency condition,

$$
\begin{equation*}
\gamma_{k}(t)=\operatorname{Tr}\left\{\hat{\gamma}_{k} \quad \sigma^{(0)}(t)\right\}=\operatorname{Tr}\left\{\hat{\gamma}_{k} \quad \sigma(t)\right\} . \tag{11}
\end{equation*}
$$

This essentially enforces the Chapman-Enskog condition [41] for the restricted set of relevant operators at all times.

From the Liouville equation (8), one can easily establish the basic equations of motion for the average values,

$$
\begin{equation*}
\frac{d}{d t} \gamma_{k}(t)=\frac{i}{\hbar} \operatorname{Tr}\left\{\left[\hat{H}^{(0)}, \hat{\gamma}_{k}\right] \sigma(t)\right\}+\frac{i}{\hbar} \operatorname{Tr}\left\{\left[\hat{H}^{(1)}, \hat{\gamma}_{k}\right] \sigma(t)\right\} . \tag{12}
\end{equation*}
$$

The form of $\hat{H}^{(0)}$ enables us to express the first trace on the right-hand side of the above equation in terms of the averages $\gamma_{k}(t)$. The second trace plays the role of the "collision" term, the evaluation of which requires us to seek an integral solution of the Liouville equation. But, before we proceed, it is instructive to repartition the total Hamiltonian equation (1) into single-particle and two-particle contributions,

$$
\begin{equation*}
\hat{H}=\hat{\bar{H}}^{(0)}(t)+\hat{\bar{H}}^{(1)}(t)=\left[\hat{H}^{(0)}+\hat{Q}(t)\right]+\left[\hat{H}^{(1)}-\hat{Q}(t)\right] . \tag{13}
\end{equation*}
$$

This modification anticipates self-energy shifts,

$$
\begin{equation*}
\hat{Q}(t)=Q^{12}(t) \hat{a}_{1}^{\dagger} \hat{a}_{2} \tag{14}
\end{equation*}
$$

which will inevitably arise in the course of the calculation.
An integral solution for $\sigma(t)$ can then be obtained easily from the Liouville equation (8), by using the single-particle time evolution operator $\hat{U}^{(0)}\left(t, t_{1}\right)$; from the boundary condition (9); and from an additional partial integration. Thus, one finds

$$
\begin{align*}
\sigma(t)= & \sigma^{(0)}(t)-\int_{t_{0}}^{t} d t_{1} e^{-\eta\left(t-t_{1}\right)} \hat{U}^{(0)}\left(t, t_{1}\right)\left[\frac{d}{d t_{1}} \sigma^{(0)}\left(t_{1}\right)\right. \\
& +\frac{i}{\hbar}\left[\hat{\bar{H}}^{(0)}\left(t_{1}\right), \sigma^{(0)}\left(t_{1}\right)\right] \\
& \left.+\frac{i}{\hbar}\left[\hat{\bar{H}}^{(1)}\left(t_{1}\right), \sigma\left(t_{1}\right)\right]\right] \hat{U}^{(0) \dagger}\left(t, t_{1}\right) . \tag{15}
\end{align*}
$$

Since the Hamiltonian $\hat{\bar{H}}^{(0)}(t)$ depends on time through the $\hat{Q}(t)$, the time evolution operator $\hat{U}^{(0)}$ is in general a timeordered exponent

$$
\begin{equation*}
\hat{U}^{(0)}\left(t, t_{0}\right)=\hat{T} \exp \left[-\frac{i}{\hbar} \int_{t_{0}}^{t} d t_{1} \hat{\bar{H}}^{(0)}\left(t_{1}\right)\right] . \tag{16}
\end{equation*}
$$

To establish the time derivative $d \sigma^{(0)}\left(t_{1}\right) / d t_{1}$ in Eq. (15), we recall from Eq. (9) that the relevant operator depends only
implicitly on time through the averages $\gamma_{k}\left(t_{1}\right)$. Moreover, by exploiting the transformation properties of a quantum Gaussian (see Appendix A), one finds that

$$
\begin{align*}
\frac{d}{d t} \sigma^{(0)}(t)= & \frac{d}{d t} \gamma_{k}(t) \partial_{\gamma_{k}} \sigma^{(0)}(t) \\
= & -\frac{i}{\hbar}\left[\hat{H}^{(0)}(t), \sigma^{(0)}(t)\right] \\
& +\frac{i}{\hbar} \operatorname{Tr}\left\{\left[\hat{H}^{(1)}(t), \hat{\gamma}_{k}\right] \sigma(t)\right\} \partial_{\gamma_{k}} \sigma^{(0)}(t) \tag{17}
\end{align*}
$$

Using these relations, we eliminate the time derivative of $\sigma^{(0)}\left(t_{1}\right)$ in Eq. (15) to obtain the integral form of the statistical operator

$$
\begin{align*}
\sigma(t)= & \sigma^{(0)}(t)-\frac{i}{\hbar} \int_{t_{0}}^{t} d t_{1} e^{-\eta\left(t-t_{1}\right)} \hat{U}^{(0)}\left(t, t_{1}\right) \\
& \times\left[\operatorname{Tr}\left\{\left[\hat{\bar{H}}^{(1)}\left(t_{1}\right), \hat{\gamma}_{k}\right] \sigma\left(t_{1}\right)\right\} \partial_{\gamma_{k}} \sigma^{(0)}\left(t_{1}\right)\right. \\
& \left.+\left[\hat{\bar{H}}^{(1)}\left(t_{1}\right), \sigma\left(t_{1}\right)\right]\right] \hat{U}^{(0) \dagger}\left(t, t_{1}\right) . \tag{18}
\end{align*}
$$

Since we are only interested in a weakly interacting gas, we seek a power-series expansion in the interaction strength,

$$
\begin{equation*}
\sigma(t)=\sigma^{(0)}(t)+\sigma^{(1)}(t)+\cdots \tag{19}
\end{equation*}
$$

$$
\begin{align*}
\sigma^{(1)}(t)= & -\frac{i}{\hbar} \int_{t_{0}}^{t} d t_{1} e^{-\eta\left(t-t_{1}\right)} \hat{U}^{(0)}\left(t, t_{1}\right)\left[\operatorname { T r } \left\{\left[\hat{\bar{H}}^{(1)}\left(t_{1}\right), \hat{\gamma}_{k}\right]\right.\right. \\
& \left.\times \sigma^{(0)}\left(t_{1}\right)\right\} \partial_{\gamma_{k}} \sigma^{(0)}\left(t_{1}\right) \\
& \left.+\left[\hat{H}^{(1)}\left(t_{1}\right), \sigma^{(0)}\left(t_{1}\right)\right]\right] \hat{U}^{(0) \dagger}\left(t, t_{1}\right) . \tag{20}
\end{align*}
$$

With this explicit expression for the statistical operator, the evaluation of the equation of motion (12) is straightforward and one obtains the quantum-Boltzmann equation

$$
\begin{equation*}
\frac{d}{d t} f(t)=\mathcal{L}[f]+\mathcal{L}[f]^{\dagger} \tag{21}
\end{equation*}
$$

Here, Wick's theorem has been used to express the higherorder averages in terms of the single-particle ones. The kinetic operator $\mathcal{L}$ consists of a reversible Hartree-Fock (HF) part $\mathcal{L}_{\mathrm{HF}}$ and a collisional quantum-Boltzmann contribution $\mathcal{L}_{\mathrm{QB}}$,

$$
\begin{gathered}
\mathcal{L}[f]=\mathcal{L}_{\mathrm{HF}}[f]+\mathcal{L}_{\mathrm{QB}}[f], \\
\mathcal{L}_{\mathrm{HF}}[f]=-\frac{i}{\hbar} H_{\mathrm{HF}}(t) f(t), \\
\mathcal{L}_{\mathrm{QB}}[f]=\Gamma_{f f(1+f)(1+f)}-\Gamma_{(1+f)(1+f) f f} .
\end{gathered}
$$

$H_{\mathrm{HF}}=\varepsilon+2 U_{f}$ is the Hartree-Fock Hamiltonian, with $U_{f}^{14}$ $=2 \phi^{1234} f_{32}$ the self-energy, while $\Gamma$ 's are the collision integrals given by

$$
\begin{align*}
\Gamma_{A B C D}^{15}= & \frac{1}{\hbar} \int_{t_{0}}^{t} d t_{1}\left[e^{-\eta\left(t-t_{1}\right)} \phi^{1234} \phi^{1^{\prime \prime} 2^{\prime \prime} 3^{\prime \prime} 4^{\prime \prime}} \mathcal{K}_{1^{\prime \prime} 1^{\prime}}\left(t, t_{1}\right)\right. \\
& \times \mathcal{K}_{2^{\prime \prime} 2^{\prime}}\left(t, t_{1}\right) \mathcal{K}_{3^{\prime \prime} 3^{\prime}}^{\dagger}\left(t, t_{1}\right) \mathcal{K}_{4^{\prime \prime} 4^{\prime}}^{\dagger}\left(t, t_{1}\right) A_{31^{\prime}}\left(t_{1}\right) \\
& \left.\times B_{42^{\prime}}\left(t_{1}\right) C_{4^{\prime} 2}\left(t_{1}\right) D_{3^{\prime} 5}\left(t_{1}\right)\right] \tag{22}
\end{align*}
$$

The propagators $\mathcal{K}\left(t, t_{0}\right)$ are given by

$$
\begin{equation*}
\mathcal{K}\left(t, t_{0}\right)=\hat{T} \exp \left[-\frac{i}{\hbar} \int_{t_{0}}^{t} d t_{1} \quad H_{\mathrm{HF}}\left(t_{1}\right)\right] . \tag{23}
\end{equation*}
$$

Therefore, unlike the collision terms of Ref. [34], the $\Gamma$ 's defined above depend on the past history of the system. Thus, Eq. (21) represents a non-Markovian generalization of the kinetic equation previously derived in Ref. [34].

## III. CONSERVATION LAWS AND QUASIPARTICLE DAMPING

The conserved quantities for a closed isolated system are the total energy $E$ and the total number $N$. These quantities then represent the constants of motion for the full kinetic equation. The total number operator can be represented as a linear combination of the relevant operators,

$$
\begin{equation*}
\hat{N}=\hat{a}_{1}^{\dagger} \hat{a}_{1} \tag{24}
\end{equation*}
$$

and therefore the functional $N(f)$ representing the total number is given by

$$
\begin{equation*}
N(f)=\operatorname{Tr}\{f\} . \tag{25}
\end{equation*}
$$

The kinetic equation for $N(f)$ can then be written as

$$
\begin{align*}
\frac{d}{d t} N(f) & =\operatorname{Tr}\left\{\mathcal{L}[f]+\mathcal{L}[f]^{\dagger}\right\} \\
& =\operatorname{Tr}\left\{\mathcal{L}_{H F}[f]+\mathcal{L}_{H F}[f]^{\dagger}\right\}+\operatorname{Tr}\left\{\mathcal{L}_{Q B}[f]+\mathcal{L}_{Q B}[f]^{\dagger}\right\} \tag{26}
\end{align*}
$$

The first-order term on the right-hand side involves the trace of a commutator and is trivially equal to zero. The $\Gamma$ 's associated with the second-order terms have the following property due to the symmetries of $\phi$ :

$$
\begin{equation*}
\operatorname{Tr}\left\{\Gamma_{f f(1+f)(1+f)}\right\}=\operatorname{Tr}\left\{\Gamma_{(1+f)(1+f) f f}\right\} * \tag{27}
\end{equation*}
$$

As a result, the second-order contribution in Eq. (26) can also be shown to be zero. Hence the total number $N$ is a constant of motion. The important point here is that the total number conservation is a result of the symmetries of $\phi$ and does not depend on the non-Markovian nature of the collision integral. Therefore a Markov approximation would leave this conservation law unchanged.

While the number conservation is a natural consequence of the self-consistency condition, the total-energy conserva-
tion is not obvious as the Hamiltonian $\hat{H}$ cannot be represented as a linear combination of the relevant operators. We start with writing the total-energy functional $E(f)$ as a perturbative expansion in $\phi$,

$$
\begin{align*}
E(f)= & \operatorname{Tr}\left\{\hat{H}^{(0)} \sigma^{(0)}\right\}+\left[\operatorname{Tr}\left\{\hat{H}^{(1)} \sigma^{(0)}\right\}+\operatorname{Tr}\left\{\hat{H}^{(0)} \sigma^{(1)}\right\}\right] \\
& +\left[\operatorname{Tr}\left\{\hat{H}^{(1)} \sigma^{(1)}\right\}+\operatorname{Tr}\left\{\hat{H}^{(0)} \sigma^{(2)}\right\}\right]+\cdots  \tag{28}\\
= & \operatorname{Tr}\left\{\left(\varepsilon+U_{f}\right) f\right\}+\frac{i}{2} \operatorname{Tr}\left\{\left[\Gamma_{f f(1+f)(1+f)}\right.\right. \\
& \left.\left.-\Gamma_{(1+f)(1+f) f f}\right]\right\}+\cdots . \tag{29}
\end{align*}
$$

Using the self-consistency condition (11) for the relevant operators, one can show that the third and the fifth trace terms in the right-hand side of the above expression drop out. The kinetic equation for the energy functional $E(f)$ can then be written as

$$
\begin{align*}
\frac{d}{d t} E(f)= & \operatorname{Tr}\left\{\varepsilon \dot{f}+U_{f} \dot{f}+U_{f f} f\right\} \\
& +\frac{i}{2} \operatorname{Tr}\left\{\frac{\partial}{\partial t}\left[\Gamma_{f f(1+f)(1+f)}-\Gamma_{(1+f)(1+f) f f}\right]\right\} . \tag{30}
\end{align*}
$$

Again, we use the symmetry properties of $\phi$ to write the simplified equation

$$
\begin{equation*}
\frac{d}{d t} E(f)=-i \frac{\eta}{2} \operatorname{Tr}\left\{\Gamma_{f f(1+f)(1+f)}-\Gamma_{(1+f)(1+f) f f}\right\} \tag{31}
\end{equation*}
$$

One can now see that the energy is conserved only in the $\eta \rightarrow 0$ limit. In this limit the kinetic equation (21) represents the Born approximation. A finite value of $\eta$ could then be thought of as resulting in additional terms that are beyond the Born approximation. Such terms model the duration of collision effects and quasiparticle damping. In principle, if this effect is treated self-consistently, $\eta$ will be a timedependent function at least of order $\phi$. This means that the rate of change of $E$ given by Eq. (31) is of the order $\phi^{3}$.

Also, if one is only interested in times greater than the correlation time $\tau_{\text {cor }}$, the finiteness of $\eta$ allows us to extend the lower limit of the collision integral to $-\infty$. Now we can approximate the $f\left(t^{\prime}\right)$ in the non-Markovian expression of $\Gamma$ by its instantaneous value $f(t)$ to obtain the Markov form

$$
\begin{align*}
\Gamma_{A B C D}^{(m)}= & \frac{1}{\hbar} \int_{-\infty}^{t} d t_{1}\left[e^{-\eta\left(t-t_{1}\right)} \phi^{1234} \phi^{1^{\prime \prime} 2^{\prime \prime} 3^{\prime \prime} 4^{\prime \prime}} \mathcal{K}_{1^{\prime \prime} 1^{\prime}}\left(t, t_{1}\right)\right. \\
& \times \mathcal{K}_{2^{\prime \prime} 2^{\prime}}\left(t, t_{1}\right) \mathcal{K}_{3^{\prime \prime} 3^{\prime}}^{\dagger}\left(t, t_{1}\right) \mathcal{K}_{4^{\prime \prime} 4^{\prime}}^{\dagger}\left(t, t_{1}\right) A_{31^{\prime}}(t) \\
& \left.\times B_{42^{\prime}}(t) C_{4^{\prime} 2}(t) D_{3^{\prime} 5}(t)\right] . \tag{32}
\end{align*}
$$

One can verify that the above Markov form results in an energy conservation up to the most significant order given by

$$
\begin{equation*}
\frac{d}{d t} E(f)=\operatorname{Tr}\left\{H_{\mathrm{HF}}\left(\mathcal{L}_{\mathrm{QB}}^{(m)}[f]+\mathcal{L}_{\mathrm{QB}}^{(m)}[f]^{\dagger}\right)\right\} . \tag{33}
\end{equation*}
$$

If we compare this with the expression for the correlation energy $E_{\text {cor }}$ in Refs. [29,30], the right-hand side of Eq. (33) is exactly $-\partial E_{\text {cor }} / \partial t$. This is not surprising and can be understood more intuitively by writing the collision integral as a sum of two contributions: correlation and collision

$$
\begin{equation*}
\Gamma=\Gamma_{\mathrm{cor}}+\Gamma_{\mathrm{col}}=\int_{-\infty}^{0} \cdots d t^{\prime}+\int_{0}^{t} \cdots d t^{\prime} \tag{34}
\end{equation*}
$$

For a finite $\eta$, the $\Gamma_{\text {cor }}$ contribution decays to zero as $e^{-\eta t}$. Therefore the decaying correlation energy $E_{\text {cor }}$ associated with this part shows up in the rate of change of the total energy $E$. In the Born approximation, $\Gamma_{\text {cor }}$ is constant because $\eta \rightarrow 0$.

The exponential damping results in a widened $\delta$ function and therefore the rate of change of $E(f)$ (33) can be shown to be of order $\eta \Gamma^{(m)}$. Thus, by including terms beyond the Born approximation, we have obtained a collision integral that is Markovian and still conserves energy up to $\phi^{2}$ order. Now if we assume that the equilibration time is of the order $1 / \Gamma^{(m)}$, the total change in energy $\Delta E$ is therefore

$$
\begin{equation*}
\Delta E=E\left(f^{\mathrm{eq}}\right)-E\left(f^{\mathrm{in}}\right) \sim \eta \Gamma^{(m)}\left(\frac{1}{\Gamma^{(m)}}\right)=\eta \tag{35}
\end{equation*}
$$

where $f^{\text {in }}$ and $f^{\text {eq }}$ are the initial and equilibrium distributions, respectively.

The importance of the damping term becomes more obvious when one attempts to solve the kinetic equation numerically. One no longer has to worry about the $\eta \rightarrow 0$ limit in the Born-Markov approximation, which for a finite system with discrete levels can result in the nonphysical situation of only exchange collisions and hence no equilibration.

## IV. APPLICATION TO A DILUTE BOSE GAS IN A SPHERICAL BOX TRAP

In the preceding section, we introduced the general methods and concepts to describe a weakly interacting Bose gas under nonequilibrium conditions. We will now apply these to a simple model of a typical ${ }^{87} \mathrm{Rb}$ experiment, as realized by many laboratories around the world, for example Refs. [7,42,43]. The physical parameters are usually quoted in the natural units for a harmonic-oscillator trapping potential, i.e., the angular frequency $\omega=2 \pi \times 200 \mathrm{~Hz}$, the atomic mass $m_{87}=86.9092 \mathrm{amu}$, the ground state size $a_{\mathrm{H}}$ $=\left[\hbar /\left(\omega m_{87}\right)\right]^{1 / 2}=763 \mathrm{~nm}$, and the $s$-wave scattering length $a_{\mathrm{s}}=5.82 \mathrm{~nm}$.

However, in the present paper, we do not pursue the usual harmonic confinement, but rather explore the properties of a radial box as a particle trap. This choice is motivated by previous studies of the self-consistent Hartree-Fock singleparticle states [35]. As soon as the repulsive mean-field potentials are added to the bare harmonic trapping potentials, the corresponding eigenstates widen in size and look remarkably close to the eigenstates of a box, provided the spatial extensions of the box is chosen appropriately. In particular, we pick a box of radius $R=1000 a_{\mathrm{S}}=5.82 \mu \mathrm{~m}$.

Thus, our model is represented by a spherical trap with box potential given by

$$
V_{\mathrm{ext}}(r)=\left\{\begin{array}{cc}
0, & r<R  \tag{36}\\
\infty, & r \geqslant R
\end{array}\right.
$$

The eigenfunctions are a product of spherical Bessel functions $j_{(l)}$ and spherical harmonics $Y_{(l m)}$ :

$$
\psi_{(n l m)}(r, \theta, \phi)=\left\{\begin{array}{l}
\mathcal{N}_{(n l)} \quad j_{(l)}\left(r k_{(n l)}\right) Y_{(l m)}(\theta, \phi), \quad r<R  \tag{37}\\
0, \quad r \geqslant R
\end{array}\right.
$$

A normalization constant is represented by $\mathcal{N}_{(n l)}$. The eigenenergies are given in terms of the wave vectors $k_{(n l)}$, which can be obtained from the $n$th nodes of the spherical Bessel functions of angular momentum $l$,

$$
\begin{equation*}
\varepsilon_{(n l)}=\left(R k_{(n l)} / \pi\right)^{2} \varepsilon_{0} \tag{38}
\end{equation*}
$$

Here, $\varepsilon_{0}$ represents the ground-state energy and defines the energy scale of the problem,

$$
\begin{equation*}
\varepsilon_{0}=\frac{\hbar^{2} \pi^{2}}{2 m R^{2}} \tag{39}
\end{equation*}
$$

All the physical parameters are scaled with respect to this energy unit $\varepsilon_{0}$ and the radius of the box $R$.

For simplicity, we assume all the atoms to be in the $l$ $=0$ state initially. One therefore needs to consider only the $l=0$ manifold and get for the normalization constant $\mathcal{N}_{(n 0)}$ $=n\left[\pi /\left(2 R^{3}\right)\right]^{1 / 2}$ and radial wave vector $R k_{(n 0)}=n \pi$. If the cloud is relatively cold, then most of the population resides in the lowest few energy states. Therefore, we can also limit the number of radial modes $1 \leqslant n \leqslant n_{\max }$. For the present case, we take $n_{\max }=5$. Obviously, all these simplifications reduce the number of degrees of freedom significantly and thus we are able to study certain aspects of the nonequilibrium dynamics of the trapped Bose gas in great detail.

With the above definitions, the bare single-particle box Hamiltonian is given by

$$
\begin{equation*}
\varepsilon^{p q}=\delta_{p q} q^{2} \quad(\text { no implicit sum over } q) \tag{40}
\end{equation*}
$$

The interaction part $\hat{H}^{(1)}$ involves the matrix elements of the interaction potential defined by Eq. (6),

$$
\begin{equation*}
\phi^{p q r s}=\frac{4 a_{\mathrm{S}}}{\pi} \int_{0}^{\pi} \sin (p x) \sin (q x) \sin (r x) \sin (s x) \frac{d x}{x^{2}}, \tag{41}
\end{equation*}
$$

which in general have to be computed numerically. Interestingly, in the case of a spherical box this integral can be evaluated analytically and simplified to a finite sum of sine integrals and cosine functions (see Appendix B for details).

The nonequilibrium state of the above system is represented by the single-particle distribution function $f$ with time dependence given by Eq. (21). Neglecting the second-order collision terms, the first-order evolution is governed by the Hartree-Fock Hamiltonian $H_{\mathrm{HF}}$ and is given by


FIG. 1. Hartree-Fock energies as a function of particles number in the box ground state, $f_{11}$ with all other $f_{i j}$ 's equal to zero.

$$
\begin{equation*}
\frac{d}{d t} f=\mathcal{L}_{H F}[f]+\mathcal{L}_{H F}[f]^{\dagger} \tag{42}
\end{equation*}
$$

The energy eigenstates of the interacting system are therefore shifted from the bare box states due to the self-energy effect. These shifts can be significant depending on the total particle number. This is clear from Fig. 1 where we plot the eigenenergies as a function of $f_{11}$, the total particle number in the box ground state (with all other $f_{i j}$ 's equal to zero).

Now note that the time-dependent Hartree-Fock equation (42) for the density matrix $f$ is nonlinear and hence we seek a self-consistent solution such that

$$
\begin{equation*}
f=\sum_{i} P\left(\varepsilon_{i}\right)\left|\varepsilon_{i}\right\rangle\left\langle\varepsilon_{i}\right|, \tag{43}
\end{equation*}
$$

where $H_{\mathrm{HF}}\left|\varepsilon_{i}\right\rangle=\varepsilon_{i}\left|\varepsilon_{i}\right\rangle$, and for a Bose-Einstein distribution $P(\varepsilon)$ is given by

$$
\begin{equation*}
P(\varepsilon)=\frac{1}{\exp \left[(\varepsilon-\mu) / k_{B} T\right]-1} . \tag{44}
\end{equation*}
$$

For a given total particle number $N$ and temperature $\beta$ $=1 / k_{B} T$, a self-consistent chemical potential $\mu(\beta, N)$ and hence a self-consistent Bose-Einstein distribution is obtained. For example, let us consider three different total particle numbers $N=10,100,500$ at two different temperatures $\beta=1 / k_{B} T=0.01,0.5$, corresponding to hot and cold clouds, respectively. In Figs. 2 and 3, we plot the self-consistent solution and the self-energy density in the position space representation. We see that the self-energy density is proportional to the number density only near the center of the trap and drops off faster with increasing radius. This can be attributed to the restricted number of basis states used in our calculation and effectively gives a finite range to the twobody potential $V_{\text {bin }}$.

Up to first order, the $f$ equation is totally reversible. The inclusion of the second-order terms (collisions) break the reversibility, and therefore represents a relaxation of the sys-


FIG. 2. The scaled mean-field density $U_{f}(r, r) / \varepsilon_{0}$ as a function of the scaled radial distance $r / R$ at a relatively hot temperature $\beta$ $=0.01$ is shown for three different values of particle numbers: $N$ $=10$ (solid curve), $N=100$ (dashed), and $N=500$ (dot dashed). Inset shows the corresponding number density as a function of scaled radial distance.
tem from some initial state to a final equilibrium state. Here we will be using the Markov form (32) for the collision integral. We take the Hartree-Fock self-consistent state for the initial condition.

In the preceding section, we interpreted the function $\exp (-\eta \tau)$ to account for duration of collision effects and quasiparticle damping. But the exponential form was originally introduced to break the time-reversal symmetry and it has the correct long-time behavior. However, an exponential damping will result in a Lorenzian line shape for the final


FIG. 3. The scaled mean-field density $U_{f}(r, r) / \varepsilon_{0}$ as a function of the scaled radial distance $r / R$ at a relatively cold temperature $\beta=0.5$ is shown for three different values of particle numbers $N$ $=10$ (solid curve), $N=100$ (dashed), and $N=500$ (dot-dashed). Inset shows the corresponding number density as a function of scaled radial distance.


FIG. 4. Comparison between different damping functions, $\exp (-\eta \tau)$ (solid), $\exp \left(-\eta \tau^{2}\right.$ ) (dot dashed), and $1 / \cosh (\eta \tau)$ (dashed). Note that the hyperbolic secant function asymptotes to an exponential form for large $\tau$ and a Gaussian form for small $\tau$.
equilibrium distribution. Due to the long-reaching wings of the Lorenzian curve, in the Markov limit, off-the-energyshell collisions get weighted strongly. To seek an improved damping function that will have the correct short- and longtime behavior, we use the equivalence of kinetic theories based on the Green's-function approach [19] and the nonequilibrium statistical operator method [39] as shown in Ref. [44]. The behavior of the retarded Green's function $g\left(t, t_{1}\right)$ for very large and very small time scales is given by

$$
g\left(t, t_{1}\right) \sim \begin{cases}e^{-\eta\left(t-t_{1}\right)}, & t-t_{1} \gg \tau_{\mathrm{cor}}  \tag{45}\\ e^{-\eta\left(t-t_{1}\right)^{2}}, & t-t_{1} \ll \tau_{\mathrm{cor}}\end{cases}
$$

Therefore, behavior over the intermediate time scale will be best represented by an interpolating function. This is also true for the damping function. From Fig. 4, we see that the function

$$
\begin{equation*}
\mathcal{F}\left(t, t_{1}\right)=1 / \cosh \left[\eta\left(t-t_{1}\right)\right], \tag{46}
\end{equation*}
$$

has exactly this behavior and therefore represents a better choice than the exponential form.

With either choice of the damping function, for a particular value of the parameter $\eta$, a time propagation results in a self-consistent steady-state solution $f^{\text {eq }}$. Figure 5 shows such a time evolution for $N=500$ particles with an initial temperature corresponding to $\beta=0.01$. We have chose $\eta$ to be of the order $\operatorname{Re}[\Gamma] \approx 2.3$. In principle, $\eta$ should be obtained selfconsistently at every time step. As long as one considers large enough number of basis states, the final result is reasonably insensitive to the value of $\eta$ as long as $\eta \geqslant \operatorname{Re}[\Gamma]$. As mentioned earlier, we see that the exponential damping function results in significant transfer of population to the excited states. This effect is less with the hyperbolic secant damping function. We get different steady-state solutions because different damping functions correspond to different


FIG. 5. Evolution of the diagonal elements $f_{n n}(n=1,2, \ldots, 5)$ (shown with curves from bottom to top) toward a self-consistent steady-state solution starting from an approximate solution. Two different damping functions are used in the evaluation of the $\Gamma$ 's. Dashed and solid curves correspond to exponential and hyperbolic secant, respectively.
initial correlations. Also, a plot of $\theta\left(f_{n n}\right) \equiv \ln \left(1 / f_{n n}+1\right)$ vs the Hartree-Fock energies $\varepsilon_{n}^{H F}$, shown in Fig. 6, shows that the $f^{\text {eq }}$ is very close to a Bose-Einstein distribution. The slope, which represents the self-consistent value of $\beta$, shows that the change in temperature is far greater for the exponential damping function compared to the hyperbolic secant case, because off-the-energy-shell effects are larger as explained previously.

Thus we have obtained a self-consistent steady-state solution to the second-order kinetic equation. We emphasize here that the steady-state solution is a result of the real-time non-


FIG. 6. Linear behavior of $\theta\left(f_{n n}\right)$ as a function of $\varepsilon_{n}^{H F}$. Initial distribution shown with diamonds. Final distribution shown with circles for the case of exponential damping function, and squares for the case of hyperbolic secant damping function.


FIG. 7. Absolute value of $f^{\text {eq }}$, the self-consistent steady-state solution for the second-order kinetic equation. The single-particle density matrix is plotted in the Hartree-Fock basis.
equilibrium evolution of the system. Deriving such an equilibrium solution, whose absolute value is plotted in Fig. 7, is a prerequisite step to the study of collective modes and damping rates of a dilute gas.

## V. REAL-TIME RESPONSE TO PERTURBATION

The properties of the equilibrium solution $f^{\text {eq }}$ exhibit the expected characteristics of a Bose-Einstein distribution. In order to verify the stability of this solution and to study the damping rates of the collective excitations, we will now examine the real-time response of the system to a perturbation. First, we will outline the linear-response theory and discuss the structure of the modes, their frequencies, and the lifetime of the excitations. Subsequently, we will use these modes to initially prepare the system and to evolve the full nonlinear quantum kinetic equation towards equilibrium.

One of the fundamental properties of the quantum kinetic equation (21)

$$
\begin{equation*}
\frac{d}{d t} f(t)=\mathcal{L}[f]+\mathcal{L}[f]^{\dagger} \tag{47}
\end{equation*}
$$

is its Hermitian structure. Thus, if we prepare a physical state initially, it will remain Hermitian with $f(t)=f(t)^{\dagger}$ indefinitely. We will now consider a weak perturbation of an equilibrium state,

$$
\begin{equation*}
f(t)=f^{\mathrm{eq}}+\delta f(t) \tag{48}
\end{equation*}
$$

and calculate the first-order response of the system. As usual, we want to assume that we can decompose a general perturbation into fundamental damped and/or oscillatory eigenmodes of the system. Therefore, such a specific perturbation can be parametrized as

$$
\begin{gather*}
\delta f(t)=e^{-i \omega t} \delta f_{\omega}^{(+)}+\text {H.c. }  \tag{49}\\
\delta f_{\omega}^{(+)}=\delta f_{\omega}^{(c)}+i \quad \delta f_{\omega}^{(s)} \tag{50}
\end{gather*}
$$

where $\delta f_{\omega}^{(+)}$denotes a positive frequency amplitude. It turns out to be useful to decompose it into quadrature components

$$
\begin{align*}
& \delta f_{\omega}^{(c)}=\frac{1}{2}\left[\delta f_{\omega}^{(+) \dagger}+\delta f_{\omega}^{(+)}\right],  \tag{51}\\
& \delta f_{\omega}^{(s)}=\frac{1}{2 i}\left[\delta f_{\omega}^{(+) \dagger}-\delta f_{\omega}^{(+)}\right], \tag{52}
\end{align*}
$$

and evaluate the kinetic operator $\mathcal{L}[f]$ only for such Hermitian arguments. From a Taylor-series expansion of the kinetic operator around the equilibrium distribution, one obtains finally the linear-response equations for the fundamental modes,

$$
\begin{align*}
(-i \omega) \delta f_{\omega}^{(+)}= & \mathcal{L}^{(1)}\left[\delta f_{\omega}^{(c)}\right]+i \mathcal{L}^{(1)}\left[\delta f_{\omega}^{(s)}\right]+\mathcal{L}^{(1)}\left[\delta f_{\omega}^{(c)}\right]^{\dagger} \\
& +i \mathcal{L}^{(1)}\left[\delta f_{\omega}^{(s)}\right]^{\dagger} \tag{53}
\end{align*}
$$

where we have defined a linear-response operator through an appropriate centered difference limit

$$
\begin{equation*}
\mathcal{L}^{(1)}[\delta f]=\lim _{\lambda \rightarrow 0} \frac{\mathcal{L}\left[f^{\mathrm{eq}}+\lambda \delta f\right]-\mathcal{L}\left[f^{\mathrm{eq}}-\lambda \delta f\right]}{2 \lambda} \tag{54}
\end{equation*}
$$

We solve Eq. (53) as an eigenvalue problem. In general, the eigenvalues are complex, with frequency and damping rate given by the real and the imaginary parts, respectively. The eigenvalues appear as complex-conjugate pairs. The eigenmodes corresponding to nonzero eigenvalues are Hermitian conjugates of each other and are traceless with normalization given by

$$
\begin{equation*}
\operatorname{Tr}\left\{\delta f_{\omega}^{(+)} \delta f_{\omega}^{(+) \dagger}\right\}=1 . \tag{55}
\end{equation*}
$$

The physical linear-response mode is given by the quadrature components $\delta f_{\omega}^{s}$ and $\delta f_{\omega}^{c}$. There also exists a zero mode that has nonvanishing trace. The damping rates are all negative, thus confirming the stability of the collective modes. In Fig. 8 , we plot the positive frequency eigenvalues. The dotted lines correspond to the difference frequencies of the Hamiltonian $H_{H F}$.

It is interesting to see how these different modes evolve in real time. For this we use the equilibrium distribution obtained in the preceding section and perturb it with one of the quadrature components,

$$
\begin{equation*}
f \rightarrow f^{\mathrm{eq}}+\lambda \delta f_{\omega}^{(s)} \tag{56}
\end{equation*}
$$

where $\lambda=0.2$ determines the smallness of the perturbation. In particular, we will consider the modes labeled by $a, b, c$, and $d$ in Fig. 8.

The real-time response is shown by plotting the offdiagonal matrix element $f_{12}$ of the single-particle density matrix in the box basis as shown in Figs. 9 and 10. In Fig. 11, we plot the change in the total energy $\Delta E=E(f)$ $-E\left(f^{\mathrm{eq}}\right)$ as a function of time. In cases $a$ and $b$ (Fig. 8), we see that the $\Delta E$ oscillates about zero and eventually goes to zero. This is expected because such a perturbation tends to create coherences, resulting in an energy change by the


FIG. 8. Non-negative frequency eigenvalues scaled with respect to $\varepsilon_{0}$ shown with crosses for the Hartree-Fock equation and squares for the quantum-Boltzmann equation. The dotted lines correspond to difference energies $\left(\varepsilon_{i}^{H F}-\varepsilon_{j}^{H F}\right) / \varepsilon_{0}$. The modes labeled $a$ and $b$ show nonzero frequency and damping rate, $c$ shows zero mode, and $d$ shows zero frequency; and nonzero damping rate will be considered for further discussion.
amount of $E_{\text {coh }}$ (coherence energy) that would eventually decay down to zero. Similar damped behavior is observed for case $d$. Such an oscillatory damped behavior of the total energy could be attributed to the Markov approximation in the collision integral (32). On the other hand, perturbations of the kind $c$ increase the total particle number by the amount $\delta N=\operatorname{Tr}\left\{\lambda \delta f_{\omega}^{(s)}\right\}$ and hence result in a finite change in total energy.


FIG. 9. The perturbation $\lambda \delta f_{\omega}^{s}$ (bottom) is shown in a rotated frame such that $f^{\text {eq }}$ is diagonal; the resulting oscillatory and damped behavior (top) of the element $f_{12}$ of $f$ in the box basis is due to the perturbation. The left and right figures correspond to the points marked $a$ and $b$ in Fig. 8, respectively.


FIG. 10. The perturbation $\lambda \delta f_{\omega}^{s}$ (bottom) is shown in a rotated frame such that $f^{\text {eq }}$ is diagonal; the resulting damped behavior (top) of the element $f_{12}$ of $f$ in the box basis is due to the perturbation. The left and right figures correspond to the points marked $c$ and $d$ in Fig. 8, respectively.

## VI. CONCLUSION

A non-Markovian version of the quantum kinetic theory is derived using the prescription of a nonequilibrium statistical operator method as outlined in Ref. [39]. This theory is shown to conserve energy in the $\eta \rightarrow 0$ limit. Inclusion of quasiparticle damping and duration of collision effects results in a description beyond the Born approximation with energy conservation to $\phi^{2}$ order even in the Markov limit. To obtain collision integrals that involve quasiparticle damping and duration of collision effects and conserves energy precisely, one will have to calculate the $T$ matrix in the full


FIG. 11. The change in the total energy $\Delta E=E(f)-E\left(f^{\mathrm{eq}}\right)$ as the system relaxes to its new equilibrium. In the top figure, the solid and dashed lines correspond to cases $a$ and $b$ (Fig. 8), respectively. Similarly in the bottom figure, the solid and dashed lines correspond to cases $c$ and $d$ (Fig. 8), respectively.
collision operator keeping terms of all orders in the interaction.

We applied the generalized second-order kinetic theory to the nonhomogeneous dilute Bose gas confined in a spherical box to numerically study the full nonequilibrium evolution of the system towards equilibrium. The self-consistent distribution $f^{\text {eq }}$ thus obtained is very close to the Bose-Einstein distribution as shown in Fig. 6. We also observe a significant Hartree-Fock self-energy shift that depends on the singleparticle distribution function $f$. The form of the damping function is important in determining the line shape. Particularly, the function with a $1 /$ cosh type of behavior is found to be appropriate and gives improved energy conservation due to smaller initial correlation effect.

The importance of such a real-time calculation is apparent from the full real-time response calculation, where we have calculated the damping rates and frequencies. These damping rates correspond to a shorter time scale compared to the equilibration time scale, which depend on rates in and out of the various levels.

This simple model of a spherical trap can be easily extended to a more realistic situation of a harmonic trap. As in Refs. [34,45,46], the condensed component can be easily included by introducing a symmetry-broken mean field, $\alpha_{i}$ $=\left\langle\hat{a}_{i}\right\rangle$, as one of the relevant observables and Hartree-FockBogoliubov quasiparticle excitations. Even though this extension of the kinetic theory discussed in this paper may seem simple, the actual calculations are complicated and involved due to the presence of anomalous fluctuations. Also the theory needs to be renormalized in order to ensure a gapless spectrum. Such a calculation will allow us to make experimentally verifiable predictions of damping rates of collective excitations. One can also explore the possibility of including a time-dependent potential or an external force term to selectively excite one or more of the collective modes. These calculations are feasible and will be dealt in detail in a forthcoming paper [38].
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## APPENDIX A: REFERENCE DISTRIBUTION

The reference distribution $\sigma_{\{f\}}^{(0)}$ of Eq. (9) is parametrized through its expectation values in Eq. (11). From the structure
of this quantum Gaussian operator, it follows that

$$
\begin{equation*}
\left.\sigma_{\left\{\mathcal{K}\left(t, t_{0}\right) f\right.}^{(0)} \mathcal{K}^{\dagger}\left(t, t_{0}\right)\right\}, \hat{U}^{\dagger}\left(t, t_{0}\right) \quad \sigma_{\{f\}}^{(0)} \quad \hat{U}\left(t, t_{0}\right) . \tag{A1}
\end{equation*}
$$

In the above, $\hat{U}$ represents the single-particle propagator of Eq. (16) acting in many-particle Fock space and $\mathcal{K}$ is the corresponding single-particle Hilbert-space propagator of Eq. (23). This condition implies that

$$
\begin{equation*}
\partial_{\gamma_{k}} \sigma^{(0)} \operatorname{Tr}\left\{\left[\hat{H}^{(0)}, \hat{\gamma}_{k}\right]\right\}=-\left[\hat{H}^{(0)}, \sigma^{(0)}\right] \tag{A2}
\end{equation*}
$$

and was used to obtain Eq. (17).

## APPENDIX B: MATRIX ELEMENTS

The matrix element of Eq. (41) can be evaluated easily by expanding the sine functions into the copropagating and counterpropagating complex exponents and by an additional partial integration. This results in eight separate terms, i.e.,

$$
\begin{align*}
\phi^{i j k l} / a_{\mathrm{S}}= & \frac{4}{\pi} \int_{0}^{\pi} \sin (i x) \sin (j x) \sin (k x) \sin (l x) \frac{d x}{x^{2}}, \\
= & F(i+j+k-l)+F(i+j-k+l)+F(i-j+k+l) \\
& +F(i-j-k-l)-F(i+j-k-l) \\
& -F(i-j+k-l)-F(i-j-k+l) \\
& -F(i+j+k+l), \tag{B1}
\end{align*}
$$

where

$$
\begin{gather*}
F(n)=\frac{1}{2 \pi^{2}}[\cos (n \pi)+n \pi \operatorname{Si}(n \pi)]  \tag{B2}\\
\operatorname{Si}(z)=\int_{0}^{z \sin (t)} \frac{t}{t} d t \tag{B3}
\end{gather*}
$$

An asymptotic expansion of the sine integral leads to the following approximation that is correct at the $1 \%$ level, i.e.,

$$
\begin{equation*}
F(0)=\frac{1}{2 \pi^{2}}, \tag{B4}
\end{equation*}
$$

$$
F(n>0) \approx \frac{1}{2 \pi^{2}}\left[\frac{\pi}{2}|n \pi|-\frac{\sin (n \pi)}{n \pi}+\frac{2 \cos (n \pi)}{(n \pi)^{2}}\right]
$$
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