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Rapid crystallization of externally produced ions in a Penning trap
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We have studied the cooling dynamics, formation process, and geometric structure of mesoscopic crystals of
externally produced magnesium ions in a Penning trap. We present a cooling model and measurements for a
combination of buffer gas cooling and laser cooling which has been found to reduce the ion kinetic energy by
eight orders of magnitude from several hundreds of eV to μeV and below within seconds. With ion numbers
of the order of 1 × 103 to 1 × 105, such cooling leads to the formation of ion Coulomb crystals which display
a characteristic shell structure in agreement with the theory of non-neutral plasmas. We show the production
and characterization of two-species ion crystals as a means of sympathetic cooling of ions lacking a suitable
laser-cooling transition.
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I. INTRODUCTION

Laser cooling is an effective tool to reduce the temperature
of confined ions, particularly from temperatures of up to
several thousands of kelvin down to the Doppler limit, which
is commonly in the millikelvin range [1–4]. For magnesium
ions, this has been demonstrated under various confinement
conditions [5–9]. Such cooling is beneficial for the stable
confinement in traps over extended periods of time [1,10],
and essential for precision spectroscopy as it reduces spectral
line broadening caused by the Doppler effect [3,4]. For
other systems, including highly charged ions, laser cooling
is not a method of choice, owing to the lack of suitable
(fast) optical transitions [11]. Resistive cooling [1] can be an
effective method for such systems, especially if they carry high
electric charge. However, the minimal energy is usually limited
to energies which correspond to the ambient temperature
on the scale of several kelvin [12]. Hence, sympathetic
cooling with simultaneously confined laser-cooled ions is
a good possibility for these ions to reach the millikelvin
regime [1,13].

Here, we discuss laser cooling of singly charged magnesium
ions in a Penning trap [14–16], following their dynamic capture
[17,18] from an external source. In such situations, they
commonly have high initial energies unsuitable for efficient
laser cooling. Under conditions similar to the present ones,
laser cooling times have been reported to be of the order of
many minutes [19]. We have found that a combination of
laser cooling and buffer gas cooling is capable of reducing
the ion kinetic energy by more than eight orders of magnitude
within seconds. The ions “crystallize” into structures given
by their mutual Coulomb repulsion in the presence of the
confining trap potential, similar to the results in [7,8,20–24],
for which we find agreement with non-neutral plasma theory.
The mesoscopic size of several thousands to several tens of
thousands of ions is advantageous for sympathetic cooling, as
such crystals are large enough to provide a sufficiently large
cold bath for other charged particles to be cooled.

II. EXPERIMENTAL SETUP

The experiments were performed with the SpecTrap ex-
periment [18,25] located at the HITRAP facility [26] at GSI
and FAIR, Germany. The experimental setup (Fig. 1) has
previously been described in detail [18]. Briefly, a cylindrical
Penning trap is located in the homogeneous field of a super-
conducting magnet and is cooled to liquid-helium temperature.
Figure 1 shows a sectional view of the setup with the Penning
trap (A) installed in the cold bore and in the center of the
magnetic field of the surrounding superconducting magnet (B)
of Helmholtz geometry [27]. The cold bore with the trap and
its cryoelectronics is cooled by liquid helium (C), which is
shielded by liquid nitrogen (D).

The ions are transported into the trap from above, via a
low-energy UHV beam line connecting the ion sources with
the trap. Ions can be obtained from a dedicated pulsed source
of singly charged ions [28], from other external ion sources
such as electron beam ion sources [29], or from the HITRAP
low-energy beam line [30]. A set of pulsed drift tubes (E)
[31,32] located above the trap allows the deceleration of
ion bunches from transport energies of the order of keV per
charge to energies of the order of 100 eV per charge, suitable
for dynamic capture [17] and subsequent storage in the trap
center.

The ion number can be estimated from a nondestructive
measurement of the induced charge signal when the ion bunch
enters the trap. To that end, a dedicated low-noise charge
amplifier detector (F) has been built and operated [33]. Imaging
of the stored ions is done via radial ports with an outside CCD
camera (G).

Figure 2 shows a sectional view of the Penning trap. It is a
cylindrical open-endcap five-pole Penning trap [14] (one seg-
mented ring and two compensation electrodes between endcap
electrodes E1 and E2) with additional capture electrodes C1
and C2. The latter are used for dynamic capture [17,18] of
externally produced ions by creating a potential well after
incoming ions have entered the trap.
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FIG. 1. Sectional view of the SpecTrap setup: A, Penning trap;
B, magnet; C, LHe dewar; D, LN2 dewar; E, pulsed drift tubes; F,
nondestructive ion detector; and G, CCD camera. For details see text.

The ring electrode located in the optical plane is split into
four segments for radial electronic excitation and detection,
with one hole of 4.8 mm diameter in each segment for optical
access. Radial ports in the plane of the trap center guide
the fluorescence light via a two-lens system to the outside
photon counter and CCD camera (EM-CCD C9100-24B,
Hamamatsu). The light collection solid angle amounts to 0.09
sr or 0.7% of 4π . A first lens with 25-mm focal length and
located at that distance from the trap center collimates the
light, and a second lens with 150-mm focal length focuses

FIG. 2. Schematic of the SpecTrap Penning trap.

it on the detector. The measured magnification factor of the
system under the present conditions is 4.69(8). At a detector
pixel size of 13 μm, this corresponds to a resolution of about
3 μm, which by optical imperfections is increased to about
10 μm for the present observations.

The excitation laser for optical detection and laser cooling
enters the trap from below, along the central axis (z axis).
Laser cooling of the stored 24Mg+ ions is achieved on the
red-detuned side of the 279.55-nm 2S1/2 → 2

P3/2 transition
with a natural linewidth of � = 2π × 41.8 × 106 s−1 [34].
Frequency quadrupling of light from a commercial infrared
fiber laser produces the required light with a spectral width
of less than 1 MHz and a few tens of milliwatts of maximum
power. The laser can be tuned at a rate of up to 200 MH/s [35].

In short, an experimental cycle consists of the following
steps:

(a) ion bunch production in an external source,
(b) transport at energies of up to 5 keV per charge,
(c) ion deceleration in pulsed drift tubes,
(d) dynamic ion capture in the trap, and
(e) ion cooling and spectroscopy, and CCD imaging.
Ions can be accumulated (“stacked”) by capturing addi-

tional ion bunches while ions remain confined in the trap
[36]. Hence, it is possible to subsequently load the trap from
different ion sources. It is one advantage of Penning traps that
a broad range of different mass-to-charge ratios can be stored
simultaneously [15,16].

Singly charged magnesium ions from the pulsed external
source have been captured and stored for studies of the
temporal dynamics of ion cooling and crystal formation, and
their geometric properties. Upon dynamic capture, the ions
have kinetic energies of up to several hundreds of eV per
charge (typically, 400 eV per charge have been used), which
is far outside the realm of efficient laser cooling. Therefore, a
combination of buffer gas and laser cooling is applied. The
following section is dedicated to a model of the expected
cooling behavior.

III. COOLING MODEL

We have developed a simple yet realistic description of the
effect of combined buffer gas and laser cooling. It extends the
semiclassical model of Doppler cooling as presented in [37]
in order to describe the evolution of the fluorescence signal
during the formation process of ion Coulomb crystals in a
Penning trap. Based on a rate-equation formalism, we find
analytic solutions for the time dependence of the energy and
thus for the fluorescence rate of a single particle. To this end,
we add a recoil-heating term and an exponential cooling term
to the rate equation. The latter accounts for the buffer gas
cooling [1]. The laser frequency is tuned linearly with time.

According to the formalism presented in [37], the scaled
energy ε of a single particle with mass m confined in a
harmonic potential has a time derivative given by

dε

dτ
= − γ1(ε − ε1) + 4

3
r

1

2
√

εr
Im(Z)

+ 1

2
√

εr
[Re(Z) + δ Im(Z)], (1)
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with Z = i/
√

1 − (δ + i)2/4εr . In this equation, the energy
E of the particle, the laser detuning �, and the recoil
energy ER = (�kz)2/2m are scaled by the energy E0 such
that {ε,δ,r} ≡ {E,��,ER}/E0. Here, E0 ≡ ��

√
(1 + s0)/2,

where �
√

(1 + s0) is the power-broadened linewidth. The
on-resonance saturation parameter s0 is determined according
to s0 = I/I0, where I is the intensity of the laser at the position
of the ions and I0 is the saturation intensity. The time t is scaled
by t0 which is the inverse of the on-resonance fluorescence rate,
such that τ ≡ t/t0, where t0 is given by

t0 =
(

�

2

s0

1 + s0

)−1

. (2)

� is the decay rate of the excited state, kz is the z component of
the excitation laser wave vector, γ1 is an exponential cooling
rate factor, and ε1 is the minimum energy that can be achieved
by this exponential cooling mechanism. It is represented by
the first term in Eq. (1), which for buffer gas cooling is given
by [38]

γ1 = q

m

1

μ0

p/p0

T/T0
. (3)

The damping coefficient γ1 depends on the ion mobility μ0 of
the buffer gas, the residual gas pressure p and the temperature
T of the buffer gas normalized by the standard pressure p0,
and the standard temperature T0, respectively. The second and
third terms of Eq. (1) describe the laser-particle interaction,
including stochastic heating of the particle due to photon
recoil and laser Doppler cooling. The factor 4/3 in the second
term is true for isotropic emission characteristics. The scaled
fluorescence rate can be found to be [37]

γsc ≡ dNph

dτ
= 1

2
√

εr
Im(Z). (4)

The laser detuning has the form � = �i + �m × t , where
� ≡ ω − ω0 is the detuning of the actual laser frequency
ω from the resonance frequency ω0. �i is the initial laser
detuning at time t = 0 and �m is the scan rate. The time t = 0
denotes the start of the cooling process; this corresponds to the
time when the ions are captured in the trap where buffer gas
and cooling laser beam are present.

We perform the calculation for a helium buffer gas pressure
of p = 4 × 10−9 mbar and a buffer gas temperature of 4 K.
The ion mobility for magnesium in a helium buffer gas is
μ0 ≈ 23 × 10−4 m2 s−1/V [39]. The corresponding damping
coefficient is γ1 = 0.52/s. The initial energy of the ion is
400 eV and the laser parameters are �i = −2π × 200 MHz
(initial detuning), �m = 2π × 5 MHz/s (scan rate), and s0 =
0.4. The numerical results of the evaluation of Eqs. (1) and
(4) are depicted in Fig. 3, where the energy and the scaled
fluorescence rates are shown as a function of time.

Their behavior as a function of time can be divided into
four different regimes:

(i) The initial cooling phase is dominated by buffer gas
cooling, as laser cooling is very inefficient at such high ion
energies.

(ii) At an energy of about 1 eV, the laser detuning corre-
sponds roughly to the half width of the velocity distribution,
leading to a rapid cooling and reduction of the width of the

FIG. 3. Ion energy (black dashed curve, left axis) and scaled
fluorescence rate (red curve, right axis) as a function of time during
the cooling process.

velocity distribution and to a characteristic fluorescence peak
in the spectra.

(iii) Ions are at the detuning-dependent Doppler cooling
temperature.

(iv) Laser heating occurs after crossing the resonance.
The appearance of a feature such as the fluorescence peak in

phase (ii) indicates that the laser line profile and the ion velocity
distribution have maximum overlap; see also [40]. Thus, phase
(ii) is characterized by strong laser cooling that leads to a
rapid narrowing of the initially broad velocity distribution of
the ions, until a quasiequilibrium state with a rather narrow
velocity distribution is reached at the beginning of phase (iii).
The quasiequilibrium is characterized by the ion temperature
depending only on the laser detuning. In phase (ii), the ion
energy is reduced by about five orders of magnitude within a
second.

The temperature of an ion ensemble after the appearance
of the fluorescence peak can be sufficiently low for the
formation of ordered structures. Nevertheless, the observation
of a fluorescence peak does not necessarily coincide with
the ion cloud entering a liquidlike or crystalline state. It
is neither a necessary nor a sufficient condition. Under
specific experimental conditions, the ionic ensemble at that
point has reached a temperature sufficient for entering a
liquidlike [22] or a crystal-like state [41,42], as was shown in
corresponding measurements in rf traps. However, we note that
the characteristic “kink” in the fluorescence spectra observed
in rf traps exhibits slightly more complicated dynamics, since
the mechanism of rf heating needs to be considered.

A useful quantity for the characterization of ion plasmas is
the plasma parameter �p [43], which measures the Coulomb
energy between ions relative to their thermal energy. It is
defined by

�p ≡ q2

4πε0aWSkBT
, (5)

where q is the ion charge, T is the ion temperature, and
aWS = (4/3 πn)1/3 is the Wigner-Seitz radius [44] measuring
the effective ion-ion distance at a given ion number density n.
Ion cooling increases the value of �p: commonly one speaks
of a weakly correlated plasma (a gaslike state) for �p � 1,
and of a strongly correlated plasma for �p � 1. Theoretical
studies predict a fluidlike behavior for 174 � �p � 2 [45] and
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FIG. 4. Phase diagram of the plasma parameter �p for the present
conditions. Dotted line, Doppler limit of Mg+ ions of 1 mK; shaded
area, possible ion number densities in thermal equilibrium. For details
see text.

a crystal-like behavior for �p � 174 [46], which has been
corroborated experimentally [47]. For the magnesium ions at
a density of 5 × 107/cm3, this value is reached for T ≈ 5 mK.

Figure 4 shows a phase diagram in temperature-density
space with the plasma parameter �p for the present trapping
voltage of U = 50 V and the magnetic field of B = 4.1 T.
The dotted line indicates the Doppler limit of Mg+ ions of
1 mK. The shaded area shows the possible range of ion number
densities n in thermal equilibrium for the present trapping
parameters. For sufficiently low temperature and in thermal
equilibrium, the ion plasma performs a global rotation about
the magnetic field axis and takes the shape of an ellipsoid of
revolution with constant density [46]. The global rotation is
induced by the magnetic field used for confinement and hence
not observed in rf traps. As one important consequence, the
ion number density n is related to the global rotation frequency
ωr of the plasma by [48]

n = 2mε0

q2
ωr (ωc − ωr ), (6)

in which ωr is bounded by the magnetron frequency ω− and
the reduced cyclotron frequency ω+ given by

ω± = ωc

2
±

(
ω2

c

4
− ω2

z

2

)1/2

. (7)

Here, ωc = qB/m and ω2
z = qUC2/(md2) [14]. For a 24Mg+

ion in the present trap with a characteristic size d = 7.062 mm,
a well-depth efficiency parameter C2 = 0.578, and at a trap-
ping voltage of U = 50 V, these frequencies are ωz = 2π ×
241.4 kHz, ω− = 2π × 11.4 kHz, and ω+ = 2π × 2.55 MHz.
Equation (6) holds true as long as the Debye length

λD =
√

ε0kBT

nq2
(8)

is much smaller than the dimensions of the ion cloud [49].
For our laser-cooled Mg+ ions, this is the case as λD is of
the order of micrometers, while the crystal size is of the order
of millimeters. For the possible range of ωr , Eq. (6) leads to

densities between nmin = n(ωr = ω−) = 3.1 × 107/cm3 and
nmax = n(ωr = ωc/2) = 1.8 × 109/cm3. For a given density
n (or, equivalently, global rotation frequency ωr ), the aspect
ratio α of the cloud (axial to radial extension) is determined
by the trapping voltage U according to the formalism given
in [48].

In Fig. 4, the initial position of the ions in (T ,n) space
directly upon capture into the trap is indicated (red dot), as
well as the position at the end point of cooling (blue dot). Upon
capture, the ions are assumed to have a density given by the
measured ion number (detector F in Fig. 1) distributed over the
trapping volume. After cooling, the density is determined from
the measured interparticle distance in the crystal as discussed
in Sec. V C. Note that the initial and final temperatures are
estimated from the initial axial ion energy and the observed
shell structure, respectively, the latter of which may also form
below �p ≈ 174, depending on experimental detail. Note also
that the cooling path indicated serves the purpose of illustration
only and is not the actual (unknown) cooling path of the ions
in the (T ,n) plane. At the end point of cooling, the ions enter
an ordered state, the structure of which is the topic of the
following section.

IV. SHELL STRUCTURE OF MESOSCOPIC
ION CRYSTALS

The geometric properties of ion plasmas and the formation
of ion Coulomb crystals have been described in detail, for
example, in [7,8,20–24,46,49–52]. For the present ion numbers
of the order of 1 × 103 to 1 × 105 (“mesoscopic”), and aspect
ratios (axial extension to radial extension) of typically α � 1,
the so-called planar-shell model is a good approximation to
describe the geometry of the confined plasmas. It applies to
the case of a spheroidal plasma with a radius sufficiently large
such that the curvature of the shell planes can be neglected
close to the trap axis. While in a real plasma the number
of shells depends on the radial position in the crystal and
decreases towards the edges, this model describes the plasma
throughout as a series of S parallel planes at axial positions
zi with area ion number density σi . For the sake of simplicity,
it does not explicitly account for correlations between shells,
in which case one would also expect lateral offsets in the ion
positions between neighboring shells [23]. Figure 5 depicts the
geometry and the involved quantities. This discussion closely
follows along the lines presented in [46]; however, to the end

FIG. 5. Planar-shell model geometry and the involved quantities.
This model does not account for correlations in ion position between
different shells.
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of interpreting our measurements, it is instructive to restate
some of the results given in [46].

For our situation, minimizing the energy per ion implies that
the area charge density qσi of each lattice plane is identical
and that the lattice planes are spaced by a uniform distance D

[46]. The total area number density σ is the sum of all σi , and
the spacing D is linked to σ and S via the relation

D = σ

nS
. (9)

The contributions to the energy per particle are the self-energy
of the set of S planes, the energy due to the external potential,
and the (negative) correlation energy associated with each two-
dimensional (2D) lattice plane. The total energy per particle
reads [46]

E

N
= πe2

[
Lσ − 1

6

σ 2

n

]
+ Ucorr

N
, (10)

where 2L is the axial extension of the crystal and Ucorr is the
ion-ion correlation energy given by [46]

Ucorr

N
= e2

aWS

[
2π2

9

(
σ̄ 2

S

)
− η

2

(
σ̄

S

)1/2
]
, (11)

where σ̄ = σa2
WS as indicated in Fig. 5. In this equation, η

accounts for the Madelung energy [44] of the 2D lattice. We
use the value η = 3.921 of the hexagonal lattice, which has
the lowest Madelung energy in two dimensions [44].

A structure of S parallel ion planes has a higher energy
than a uniformly spread charge, which is reflected in the first
term of Eq. (11) being positive. The second term accounts for
the ion-ion correlations within each plane. It is negative, which
promotes the formation of a finite set of ordered planes. Hence,
the number of planes that form results from the competition
between these two terms.

The correlation energy per particle, Ucorr/N , takes a
minimum value (with respect to the plane number S) for

Smin = [16π2/(9η)]2/3σ̄ , (12)

in which case the distance D between two planes is given by

D

aWS
=

(
3η2

4π

)1/3

= 1.54. (13)

Since the number S must be an integer, S = Smin can only be
fulfilled for certain values of σ̄ , and the actual value of S will be
an integer close to Smin. Figure 6 shows the correlation energy
per particle, Ucorr/N , according to Eq. (11) for shell numbers
S = 1 to S = 7. For the given range of σ̄ , the shell number
S that gives the minimum correlation energy was chosen to
calculate the intershell distance D with Eq. (9).

One can observe that for larger σ̄ , the variation of the
minimum correlation energy gets smaller; hence the actual
correlation energy is for large shell numbers S close to the
minimum value. Likewise, the variation of the shell distance
D decreases for large shell numbers and approaches D ≈
1.54aWS. The corresponding axial plane positions as a function
of the normalized area charge density are shown in Fig. 7. It
illustrates the stepwise increase of the number of shells for
increasing charge density, i.e., for increasing ion number.

FIG. 6. Correlation energy per particle as a function of σ̄ = σa2
WS

given for various numbers of shells, S (red curve, left-hand scale) and
the distance D for which the energy per particle has a minimum as a
function of the normalized area (straight blue lines, right-hand scale).

V. EXPERIMENTAL RESULTS

A. Cooling behavior and fluorescence

Magnesium ions have been prepared in the trap according
to the experimental cycle discussed in Sec. II. As indicated
in Sec. III, the cooling of the ion cloud can be monitored
by observation of the fluorescence rate as a function of time.
Figure 8 shows the time evolution of the fluorescence signal
for three different sets of cooling laser parameters. In Fig. 8(a),
the laser parameters were chosen such that a pronounced
fluorescence peak is visible. In Fig. 8(b), with smaller initial
detuning and higher scan rate, the influence of the laser
becomes visible only close to a critical detuning of

� � − 1√
3

�

2

√
1 + s0, (14)

such that the fluorescence peak is not pronounced. In Fig. 8(c),
the scan rate is so high that phase (iii) (laser cooling
equilibrium) is never reached, and the ions remain at a
temperature of around 100 K before phase (iv) (laser heating)
sets in. The red curves in Fig. 8 show the predictions of the
model presented in Sec. III according to Eq. (4), where the
value of the parameter γ1 has been adjusted in each case in
order to apply the single-particle model to the experimental

FIG. 7. Planar-shell model prediction of the crystal shell structure
as a function of σ̄ = σa2

WS.
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FIG. 8. Time evolution of the fluorescence signal for three
different values of the laser cooling parameters. Blue curves, data;
red curves, theory. In all cases, E = 400 eV and ε1E0 = kB × 4 K.

many-particle system. In all cases discussed in this work, the
value of γ1 lies within a factor of 2.5 which is on account
of a variation of the helium gas pressure between different
experimental runs.

We have performed systematic measurements of the ap-
pearance time tpeak of the fluorescence peak as a function of
laser parameters. Figure 9 shows the appearance time as a
function of the initial laser detuning and the laser scan rate,
respectively. To calibrate the measurements, we have done
an independent measurement of the damping constant γ1 as
input parameter for the model presented in Sec. III, assuming
again an initial ion energy of 400 eV. The model prediction

FIG. 9. Left: Appearance time of the fluorescence peak as a
function of the initial laser detuning for a constant scan rate of
�m = 2π × 8 MHz/s. Right: Same as a function of the laser scan
rate for constant initial detuning �i = −2π × 208 MHz.

for the peak appearance time is plotted in Fig. 9 as dashed
lines. The left-hand graph shows the appearance time as a
function of the initial detuning for constant scan rate. The
right-hand graph shows the same as a function of the scan
rate for constant initial detuning. Obviously, the appearance
time increases with decreasing initial detuning |�i |, since
the energy taken away per cooling cycle decreases. Also,
the appearance time increases with increasing scan rate �m,
which can be understood in that the laser spends less time at
large detuning where the dissipated energy per cooling cycle is
highest. The cooling model from Sec. III (dashed lines) agrees
well with the data.

B. Crystal formation

When the laser cooling reduces the kinetic energy of the
confined ions sufficiently, they “freeze” in the effective poten-
tial given by the trap and their mutual Coulomb interactions,
as has been demonstrated in numerous experiments; see, for
example, [7,8,20–24].

Unlike crystals known from solid-state physics, these
Coulomb crystals have no intrinsic binding force, but a mutual
repulsion inside the common external potential well of the trap.
In a Penning trap, the equilibrium state of an ion crystal is an
ordered structure as described in [46] that performs a global
rotation about the trap’s central axis (z axis) at a frequency ωr

set by the initial conditions, and bounded by the magnetron
frequency ω− and the reduced cyclotron frequency ω+ [49],
as discussed in Sec. III. The global rotation at ωr leads to a
smearing out of the observed structure in the x and y directions,
if the exposure time is not negligible with respect to the inverse
of the rotation frequency. The visibility of the shells, however,
is to a large extent unaffected by this, such that the present
images resolve the shell structures even for long exposure
times.

For the conditions present in our experiment, the global
rotation frequency has been determined to be close to the
magnetron frequency, and hence the clouds have aspect ratios
much smaller than unity; i.e., they are of oblate shape.

Figure 10 shows the measured fluorescence rate as a
function of time during ion cooling and shows ion images
at selected times. These data are from the same measurement
as the data in Fig. 8(a). As expected, the initially diffuse ion
cloud increases in density during cooling. In particular, when
crossing the fluorescence peak at t = 14 s, there is a sudden
increase in density from the diffuse situation at t = 13 s to
the denser distributions at t = 14 s and t = 15 s. The shell
structure becomes visible a few seconds after that fluorescence
peak, from about t = 27 s on, and intensifies as the laser is
further scanned towards resonance; see t = 36 s and t = 46 s.
Note that there is no indication of any crystalline feature in the
images when crossing the fluorescence peak between t = 13 s
and t = 15 s.

C. Geometric structure

The ion crystals under investigation consist of several
thousands of Mg+ ions. Hence, they fall into the category of
“mesoscopic” ion crystals which are large enough to display
a shell structure and are still subject to surface effects, not
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FIG. 10. Top: Detected fluorescence during ion cooling and
crystal formation extracted from fluorescence images. Bottom:
Selected images of the ion cloud during cooling. All images shown
are false-color images of the UV fluorescence with light color
representing the highest intensity.

having reached the universal lattice structure of macroscopic
crystals [46]. Figure 11(a) shows a detailed CCD image of a
crystal.

The figure also indicates the observable part of the trapping
region as the interior of the dashed circle, and the vertical
section in the middle from which the cross section [Fig. 11(b)]
is taken. In this way, all comparable images in this work have
been taken and evaluated. Four images of a mesoscopic crystal
and corresponding cross sections studied for 7 min are shown
in Fig. 12, stored in a magnetic field of B = 4.1 T and a
trapping voltage of U = 50 V. The structure with parallel
planar shells is visible in both the images and the cross sections.
The presented images have a temporal separation of 100 s
and an exposure time of 5 s each. The buffer gas pressure is
such that the number of ions and the number of lattice planes
decrease on this time scale, allowing a convenient observation

FIG. 11. (a) CCD image of an ion crystal with scale given. The
circle indicates the trapping region visible to the camera. (b) Cross
section of the fluorescence, showing four shells.

FIG. 12. Images of a Mg+ ion crystal with the number of ions
and hence shells decreasing with time. For details see text.

of structures with varying ion number. For each image, the
contrast has been adjusted individually such that the shell
structure is clearly visible. To show the real intensity relations,
the intensity profile through the crystal center is also displayed.
Here, each shell appears as a small deviation from the average
crystal profile.

The temporal evolution of this shell structure is shown
in Fig. 13 (left). It displays the measured cross sections as
indicated in Fig. 11 as a function of time. Each cross section
is integrated over 5 s exposure time, such that for the 420 s,
the 84 displayed cross sections are obtained. A number of
selected cross sections are shown in the right part of Fig. 13 as
residual cross sections, in which the measured cross section is
normalized to its running average. For large numbers of shells,
the contrast in the crystal center is small, and for the largest
crystal (leftmost cross section), the individual shells are not
clearly visible. The total number of shells can, however, be
determined by comparison with smaller crystals because the
shell positions and shell distances are preserved.

In Fig. 13, the parameter σ̄ was calculated from the
integrated fluorescence of a cross section. With this method the
area density was determined for each frame, and the vertical
shell positions zi were calculated according to Eq. (9). The
calculated positions zi of the crystal shells are shown by the red
lines in Fig. 13. In addition to the number of shells, S, and the
shell positions, also the times—and corresponding densities—
where transitions from S + 1 to S occur are predicted
correctly.

From the results shown in Figs. 12 and 13, the value of
the Wigner-Seitz radius was determined as aWS = 19.1 μm,
corresponding to a density of n = 3.4 × 107/cm3, close to
the minimum density of 3.1 × 107/cm3. The corresponding
rotation frequency and aspect ratio are ωr = 2π × 12.2 kHz
and α ≈ 1/24. The total number of particles stored in the trap

FIG. 13. Left: Temporal evolution of the ion crystal cross section
depicted in Fig. 12. Red dots are theoretical values from the planar-
shell model; for details see text. Right: The corresponding residual
cross sections. Up to 11 crystal shells can be seen.
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FIG. 14. Fluorescence signal (bottom left) of a Mg+ cloud during
the consecutive injection of three bunches of CO2

+ ions (m = 44 u)
and four capture switching cycles without ion loading (red “X”).
Three crystal images (right) show the crystal structure at different
times (blue dots in fluorescence signal). The temporal evolution of
the cross section for each video frame (top left) reveals the temporal
evolution of the crystal structure.

is N = 4/3 πz0r
2
0 × n, where z0 and r0 = z0/α denote the

axial and the radial crystal radius, respectively. For the time
t = 0 s one finds z0 = 150 μm and thus r0 = 3.6 mm, which
gives a total particle number of N ≈ 3 × 105. Assuming that
the visible volume is determined by the laser beam with a
waist of w0 = 1 mm, about 3 × 104 Mg+ ions are visible in
the images.

D. Two-species ion crystals

Two-species ion crystals [42,53] were formed by sympa-
thetic cooling of dark ions after their injection into a cloud of
laser-cooled magnesium ions. Two-species crystals composed
of Mg+ and ions with masses m = 2 u (H2

+), m = 12 u (C+),
m = 28 u (N2

+), and m = 44 u (CO2
+) were studied, such

that a mass-to-charge ratio range of 2 to 44 was covered.
The characteristics of the mixed-ion crystals can be classified
with regard to the mass-to-charge ratio of the sympathetically
cooled species. After injection of CO2

+ into the trap, the axial
extent of the ion cloud increased due to the larger total number
of ions, since the density remained unchanged. Consequently,
additional crystal shells were formed.

Figure 14 shows an example of the temporal fluorescence
evolution, cloud images before and after loading of CO2

+, and
the evolution of the crystal structures. Dips in the fluorescence
signal are produced by switching of the capture electrode
during ion injection. Red crosses mark the injection processes,
for which the parameters were intentionally chosen such
that no CO2

+ was captured into the trap. After the dip, the
fluorescence signal recovers to the value expected without
switching of the capture electrodes.

The injection of CO2
+ becomes apparent by an increase

of the fluorescence signal and the number of crystal shells.
Since the CO2

+ ions are not fluorescing, it is not possible
to determine their distribution directly. However, one may
assume that CO2

+ and Mg+ are radially separated, since upon
loading of CO2

+ ions, the overall fluorescence increases while
the fluorescence per shell remains approximately constant.
This indicates that the number of Mg+ in the observed
volume increased, because the CO2

+ ions accumulate at larger,

unobservable radii and push the Mg+ ions to the trap center
and thus into the laser beam. Also, the clearly observable shell
structure suggests a temperature below 100 mK, at which Mg+

and CO2
+ ions should undergo centrifugal separation, similar

to the cases discussed in [54,55].
After injection of N2

+ ions (m = 28 u), effects similar to the
case of CO2

+ were observed. For injected C+ ions (m = 12 u),
the crystal structure was conserved and the axial cloud extent
increased due to the formation of additional crystal shells.
However, unlike the cases of N+

2 and CO2
+, the injection

of C+ caused no increase of the total fluorescence. Since
the cloud extent increased nonetheless, this means that the
fluorescence per shell was reduced. The fluorescence reduction
cannot be explained by significant heating since the crystal
structure was preserved, which corroborates a radial separation
of the ion species. In this case, the lighter C+ (m = 12 u) ions
accumulate in the trap center, whereas the Mg+ ions are forced
to larger radii from which they contribute less to the detected
fluorescence.

After injection of H2
+—the lightest ion species under

investigation—a loss of fluorescence per volume was ob-
served. Here, the fluorescence signal decreased to a small
fraction of the initial value after the capture of H2

+, whereas
the axial cloud extent remained constant. In analogy to the
discussion of the other ion species, this indicates a radial
separation of H2

+ and Mg+ with the lighter hydrogen in the
center of the trap. However, no crystalline shell structure could
be observed in this two-species ion cloud, either since the
signal-to-noise ratio was insufficient or because the ordered
structure was actually lost. As a consequence, a fluorescence
decrease due to an unidentified heating process cannot be
entirely excluded in this case. Nevertheless, the assumption
of centrifugal separation is justified since the mass difference
between Mg+ and H2

+ is the largest of all ion species
under investigation. Apparently, centrifugal separation is to
be expected even for comparatively large temperatures.

Overall, these investigations prove that two-species ion
crystals were formed over a large range of charge-to-mass
ratios of the involved species with large numbers of dark ions.
Although centrifugal separation is a possible limitation for
spectroscopy of sympathetically cooled species, this shows
that sympathetic cooling down to crystalline structures is
possible also for externally produced ions at initially high
energies. This concept can be extended to multispecies crystals
with ions from different sources.

VI. SUMMARY

We have applied a combination of buffer gas cooling and
laser cooling to externally produced Mg+ ions captured and
confined in a Penning trap. This technique has been found to
reduce the ion kinetic energy by eight orders of magnitude
within seconds, leading to the ions entering a crystalline
state. We have observed the temporal evolution of the ion
fluorescence that reflects the ion kinetic energy and find
agreement with a model of combined buffer gas and laser
cooling. We have studied the geometric properties of the
resulting ion crystals and find agreement with the planar-shell
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model which applies to ion crystals of the present size,
i.e., so-called mesoscopic ion crystals consisting of several
thousands to several tens of thousands of ions.

When other ion species are captured and confined together
with already stored and cooled Mg+ ions, they are sympathet-
ically cooled and together form two-species ion crystals, with
properties depending on the combination of mass-to-charge
ratios, in agreement with the theory of centrifugal separation.
The present findings demonstrate highly efficient cooling of
ions in a Penning trap upon capture from external sources
at medium to high transport energies, including sympathetic
cooling of ion species for which no laser-cooling transition
exists. This facilitates precision spectroscopy of confined
ions from external sources as it allows efficient cooling and
hence a suppression of the influence of the Doppler effect.
When the initial buffer gas cooling is spatially or temporally
separated from the laser cooling, this method is also suitable for
sympathetic cooling of highly charged ions into a Doppler-free
regime.
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