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Abstract
Projective norms are capable of measuring entanglement of multipartite
quantum states. However, typically, the explicit computation of these distance-
based geometric entanglement monotones is very difficult even for finite
dimensional systems. Motivated by the significance of Schmidt decomposi-
tions for our quantitative understanding of bipartite quantum entanglement, a
generalization of this concept to multipartite scenarios is proposed, in the
sense that generalized Schmidt decomposability of a multipartite pure state
implies that its projective norm can be calculated in a simple way analogous to
the bipartite case. Thus, this concept of generalized Schmidt decomposability
of multipartite quantum states is linked in a natural way to projective norms as
entanglement monotones. Therefore, it may not only be a convenient tool for
calculations, but may also shed new light onto the intricate features of mul-
tipartite entanglement in an analogous way as the ‘classical’ Schmidt
decomposition does for bipartite quantum systems.

Keywords: Schmidt decomposition, projective norm, greatest cross norm,
entanglement measures, multipartite entanglement

1. Introduction

Quantum entanglement is one of the characteristic quantum phenomena that has received
considerable attention, not only from the fundamental point of view, but also from the point
of view, of practical applications of quantum physics. From the fundamental point of view, its
relation to ‘counterintuitive’ violations of local realism have been of particular interest already
since the early theoretical investigations by Schrödinger [1] and Einstein, Podolsky and
Rosen [2], and by the seminal work of Bell [3]. For quantum technological purposes, the
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potential usefulness of entanglement and of its ‘counterintuitive features’ for applications in
quantum information processing is particularly important. For these latter purposes, it is
important to quantify the degree of entanglement by entanglement monotones, which do not
increase under local operations and classical communication (LOCC).

Various entanglement monotones have already been proposed [4–6] for bipartite quan-
tum systems. Some of them also have operational meanings. The distillable entanglement [4],
for example, quantifies the maximal rate at which noisy mixed states can be transformed into
singlet states by LOCC operations. Similarly, the entanglement cost of a quantum state equals
the maximal rate at which blocks of two-qubit maximally entangled states can be transformed
into many copies of this quantum state by LOCC operations. There are also entanglement
monotones related to the amount of information being contained in the state of a quantum
system or of its constituents. Examples of such measures are the entropy of entanglement [5],
which turns out to be equal to both the entanglement cost and the distillable entanglement for
pure states, and an entire family of monotones known as relative entropies of entanglement. A
particular representative of this latter family, usually called relative entropy of entanglement
[6], can also be formulated for multipartite quantum systems.

Another intuitive but geometrically motivated approach to quantify entanglement is to
look at the distance of a given quantum state to the set of separable states where the measure
of distance is left open at first. In fact, the relative entropy of entanglement may be considered
a distance-based geometric measure, provided one is willing to accept that relative entropies
of two states are not symmetric with respect to exchange of these states. The projective norm
[7], which we are going to focus on in our subsequent discussion, also qualifies as a geometric
entanglement monotone, since it can be shown to be equal to the Minkowski functional of the
convex hull of rank-one operators induced by the set of unit product vectors of the underlying
Hilbert space [8]. Although in general, the projective norm defines an entanglement monotone
only, Rudolph [9] has shown how these projective norms can be turned into entanglement
measures. On a more abstract level, projective norms can also be understood as special
realizations of the so-called convex roof construction [10, 11] constituting a general principle
for the construction of entanglement monotones given a suitable computational criterion for
separability of pure states. For the latter, one may choose the (multipartite) concurrence
[12–14], the Schmidt rank [15], or others.

For bipartite quantum systems, significant progress has been achieved as far as our
understanding of these entanglement monotones and of the control and manipulation of
entanglement is concerned. Especially for pure bipartite states, several interesting questions,
such as the perfect transformability of two given states into each other by LOCC operations,
have been answered completely. A key to the systematic understanding of entanglement of
bipartite quantum systems is the Schmidt decomposition [16], which can be considered the
canonical normal form of pure bipartite quantum states. The Schmidt decomposition yields
certain invariants of pure bipartite quantum states, the so-called Schmidt coefficients, which
play a crucial role in the computation of some entanglement monotones, such as the relative
entropy of entanglement [17] or the projective norm [9]. Furthermore, the investigation of the
Schmidt coefficients of two pure bipartite quantum states allows one to decide whether or not
these pure states can be transformed into one another by LOCC operations. Unfortunately,
such a systematic understanding of entanglement is not yet available for mixed quantum
states, even if the quantum systems are bipartite.

Contrary to the bipartite case, our understanding of quantum entanglement for general
multipartite quantum systems with more than two distinguishable subsystems is still far from
being satisfactory, and the range of entanglement monotones that are applicable to such
scenarios is rather limited. Generally, in such multipartite scenarios, maximally entangled
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states do not exist so that there is no pure state that can be transformed into any other state by
means of LOCC operations. Therefore, it is difficult to find multipartite generalizations of
entanglement monotones, such as the entanglement cost or the distillable entanglement. Some
progress has been made, however, in tripartite quantum systems where different entanglement
types, such as GHZ-type or W-type entanglement [18], have been investigated. In particular,
recently, interesting results have been obtained for three-qubit states with GHZ-symmetry
[19]. Nevertheless, despite these promising particular results, our current understanding of
multipartite entanglement is still rather incomplete. Known entanglement monotones, which
can also be defined for multipartite quantum systems, include the relative entropy of entan-
glement, several robustness measures, tangles [4], and the projective norms [9, 20–22]. The
latter projective norms offer particularly interesting perspectives for a systematic under-
standing of multipartite entanglement, as these measures, can even be defined for infinite
dimensional subsystems and their distance-based geometric origin allows the application of
powerful functional analytic methods [22]. Therefore, it is a main intention of our subsequent
discussion to explore these particular measures and to develop methods for evaluating these
measures, at least for particular classes of multipartite quantum states.

Although in general, projective norms of arbitrary multipartite quantum states are dif-
ficult to evaluate, this task is fairly simple for bipartite pure quantum states. This is due to the
fact that pure bipartite quantum states can always be represented by a Schmidt decomposition
with positive Schmidt coefficients so that the evaluation of the corresponding projective norm
reduces to a summation over all Schmidt coefficients [9]. Therefore, for bipartite quantum
systems, projective norms are well understood mathematical objects and they are closely
related to trace norms of linear operators. Unfortunately, projective norms in multipartite
scenarios are usually hard to compute. Nevertheless, we shall demonstrate in the following
that a reasonable generalization of the ‘classical’ (bipartite) Schmidt decomposition is pos-
sible, which allows us to compute projective norms of several classes of multipartite pure and
mixed quantum states in a completely analogous and simple way. The resulting concept of
generalized Schmidt decomposability of a multipartite quantum state, which is linked in a
natural way to projective norms as entanglement monotones, may not only be a useful tool for
calculations, but it may also shed new light on the intricate features of multipartite entan-
glement analogous to how the ‘classical’ Schmidt decomposition does for bipartite quantum
systems. Recently, other types of ‘generalized Schmidt decompositions’ have been introduced
by several authors [23–25] with the intention to construct a canonical representation for
arbitrary multipartite state vectors of a given quantum system. Our approach is rather dif-
ferent. We do not aim at constructing such a normal form for general multipartite quantum
states, but at determining criteria as to when the projective norm of a multipartite quantum
state can be evaluated in an analogously simple way as is possible for bipartite pure quantum
states with the help of ‘classical’ Schmidt decompositions. In this case, we call the state vector
‘generalized Schmidt decomposable.’

This paper is organized as follows. In section 2.1, already known basic facts about norms
on algebraic tensor products of normed spaces are summarized, with particular emphasis on
cross norms and on the projective norm or greatest cross norm. Following the pioneering
work of Rudolph [9] and Arveson [22] in section 2.2, the relation between cross norms and
entanglement monotones is summarized briefly. In section 3 our concept of generalized
Schmidt decomposability is introduced, and our main result is stated in theorem 3. Its
intriguing consequence in a quantum mechanical context is the reduction of an N-partite
projective norm to a finite sum of −N( 2)-partite projective norms. Furthermore, it is shown
how with the additional use of a natural isometric isomorphism between the space, of trace-
class-operators on an N-partite Hilbert space and another suitable N2 -partite space, this
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theorem can also be used to evaluate projective norms of those mixed states easily, which can
be mapped by this isomorphism to generalized Schmidt decomposable vectors. A detailed
proof of theorem 3 is finally presented in section 4.

2. Cross norms and entanglement monotones

In this section, basic results are summarized that concern the projective norm, its relation to
cross norms, and its usefulness as an entanglement monotone.

We consider finitely many finite dimensional normed spaces X X,..., N1 and their (alge-
braic) tensor product = ⊗ ⊗X X X: ... N1 . In general, there are many different ways of turning
X into a normed space but most of these obtained norms are not very interesting. However,
there is a certain class of norms, the so called cross norms, that turns out to be quite useful.
The defining property of a cross norm ∥ · ∥X on X is that it has to factorize on every product
vector ⊗ ⊗ ∈x x X... N1 according to

∥ ⊗ ⊗ ∥ = ∥ ∥ · · ∥ ∥x x x x... ...N X X N X1 1 N1

where ∥ · ∥Xi denotes the given norm on Xi.

Example 1. Certainly, the most familiar realization of a cross norm to a physicist is the
canonical Hilbert space norm on the tensor product of finitely many finite dimensional Hilbert
spaces = ⊗ ⊗  : ... N1 . Such a Hilbert space can describe N distinguishable quantum
systems. By definition, this norm is induced by the Hilbert–Schmidt scalar product given by
the sesquilinear extension of

ψ ψ φ φ ψ φ ψ φ⊗ ⊗ ⊗ ⊗ = · ·... , ... : , ... ,N N N N1 1 1 1

for ψ φ ∈ ,i i i. Thereby, the scalar product is linear in the first argument and anti-linear in the
second argument, as will be our standard assumption. Consequently, we obtain for a product
vector ψ ψ⊗ ⊗ ∈ ... N1

ψ ψ ψ ψ ψ ψ

ψ ψ ψ ψ

ψ ψ

⊗ ⊗ = · ·

= · ·

= · ·

... , ... ,

, ... ,

... .

N N N

N N

N

1 1 1

1 1

1

2.1. The Projective Norm

The class of cross norms on X is still very large. However, there is a unique cross norm · π

that dominates any other cross norm on X; that is, if · X is an arbitrary cross norm on X, we
have the relation

⩽ ∈πx x x Xfor all .X

This norm can be constructed in a very intuitive way. To this end, let ∈x X be an arbitrary
vector and choose a representation of x, as a finite sum of product vectors such as
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∑= ⊗ ⊗
=

x x x... .
i

k

i i

1

,1 ,N

By the triangle inequality and the cross norm property of · X we find

∑ ∑⩽ ⊗ ⊗ = · ·
= =

x x x x x... ... .X

i

N

i i N
X

i

N

i
X

i N
X

1

,1 ,

1

,1 ,
N1

Since this holds for every representation of x, we obtain

∑ ∑⩽ · · = ⊗ ⊗ = π
= =

⎧⎨⎩
⎫⎬⎭x x x x x x xinf ... : ... :X

i

k

i
X

i N
X

i

k

i i N

1

,1 ,

1

,1 ,
N1

where the infimum runs over all representations of x. On the other hand, one can show (see [7]
for a detailed proof) that the right-hand side of this inequality indeed defines a cross norm,
denoted by · π . This norm is called the greatest cross norm or projective norm with respect
to the norms · ·,...,X XN1 . Taking a look at the definition of this norm, it is clear that its
computation is usually very difficult, although several techniques can be developed for
handling this task. For instance, it can be shown (see [9]) that for finite dimensional Hilbert
spaces 1, 2 and a vector ψ ∈ ⊗ 1 2 with Schmidt decomposition

∑ψ λ λ= ⊗ ⩾
=

e f , 0
i

n

i i i i

1

the relation

∑ψ λ=π
=i

n

i

1

holds.
It is a main aim of this work to generalize this simple relation to a much more general

class of quantum states.

2.2. Projective norms as entanglement monotones

Let 1,..., N be finite dimensional Hilbert spaces and = ⊗ ⊗  : ... N1 . We denote the
set of all linear operators on the i-th space i by  ( )i . By defining the trace norm of an
operator ∈  A ( )i i according to

∥ ∥ = *( )A A A: tr ii i1

we can turn  ( )i into a normed space denoted by  ( )i . The associated projective norm on
= ⊗ ⊗     ( ) ( ) ... ( )N1 with respect to the trace norms of an operator ∈  A ( ) is

given by

∑ ∑= ∥ ∥ · · ∥ ∥ = ⊗ ⊗⊗
= =

π =

⎪ ⎪

⎪ ⎪

⎧
⎨
⎩

⎫
⎬
⎭ A A A A A A: inf ... : ... .( )

j

k

j j N

j

N

j j N

1

,1 1 , 1

1

,1 ,i
N

i1

The usefulness of this projective norm for quantum information theoretical purposes, in
particular concerning quantitative measures of entanglement, arises from several results of
Rudolph [9, 20] obtained in 2000 and 2001.
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Theorem 1. (Rudolph) Let 1,..., N be finite dimensional Hilbert spaces and ρ a density
operator on ⊗ ⊗ ... N1 . Then we have the inequality

ρ ⩾⊗π =   1( )j
N

i1

and equality holds if and only if ρ is fully separable.

In this context, full separability of a state ρ means that it belongs to the convex hull of all
product states on  . Therefore, the projective norm of a density operator on  with respect
to the trace norms is capable of quantifying entanglement in general. In 2009, Rudolphʼs
results were generalized by Arveson [22] to arbitrary multipartite quantum systems, including
infinite dimensional ones. Arveson uses an elegant geometric approach in order to quantify
general entanglement by an extended real valued function → ∞ E: ( ) [0, ], which has
several, but not necessarily all, properties of a norm. If at least two of the involved Hilbert
spaces are infinite dimensional, this real valued function may attain the value ‘∞’ leading to
the interesting subject of infinitely entangled states. This function, whose explicit definition
can be found in [22], satisfies the following theorem.

Theorem 2. (Arveson) Let 1,..., N be Hilbert spaces and ρ a density operator on
⊗ ⊗ ... N1 . Then the inequality

ρ ⩾E ( ) 1

holds with equality if and only if ρ is fully separable.

As proven in detail in [22], the function E turns out to be the projective norm
· ⊗π =  ( )j

N
j1
as defined earlier if at most one of the involved Hilbert spaces is infinite

dimensional. Thus, Rudolphʼs result for purely finite dimensional systems is recovered.
For a vector ψ ∈  let

∑ ∑ψ ψ ψ ψ ψ ψ= ∥ ∥ · · ∥ ∥ = ⊗ ⊗⊗
= =

π =

⎪ ⎪

⎪ ⎪

⎧
⎨
⎩

⎫
⎬
⎭ : inf ... : ...

j

k

j j N
j

k

j j N
1

,1 ,
1

,1 ,j
N

j1

denote the projective norm of ψ with respect to the Hilbert space norms oni. Furthermore, let

ξ ψ ξ ψ
↦
↦

ψ ψ  t :

,
,

denote the rank-one-operator induced by ψ. It is proven in [22] that the projective norm of ψ is
related to the projective norm of ψ ψt , by the equation

ψ= ⊗ψ ψ ⊗π π= =  ( )
t .2

,
j
N

j j
N

j1 1

It is worth mentioning that the projective norm for density operators may also be obtained by
the classical convex roof construction [10, 11] given that the square of the projective norm for
state vectors is used as entanglement monotone on the set of pure states in accordance with
the previous equation. Thus, we directly get a necessary and sufficient separability criterion
for pure states.
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Corollary 1. Let1,...,N be finite dimensional Hilbert spaces and ψ ∈ ⊗ ⊗ ... N1 be
a unit vector. Then, the relation

ψ ⩾⊗π =  1
j
N

j1

is fulfilled with equality if and only if ψ is a product vector.

Example 2. As pointed out in section 2.1, the projective norm of a unit vector of a bipartite,
finite dimensional quantum system is given by the sum of its Schmidt coefficients. For
arbitrary complex numbers ai the inequality

∑ ∑⩽
= =

a a
i

n

i

i

n

i

1

2

1

holds with equality if and only if ≠a 0i for at most one i. This implies

∑ ∑ψ λ λ= ⩾ =π
= =

1i
2

i

n

i

i

n

1 1

and equality is given if and only if all Schmidt coefficients but one vanish; that is, if and only
if ψ is a product vector. Furthermore, from the relation

∑ ∑∈ = =
= =

⎧⎨⎩
⎫⎬⎭a a a a nmax : ,..., , 1

i

n

i n

i

n

i

1

1

1

2

and from the fact that this maximum is attained precisely if | | = = | | =a a... n n1
1 we see that

the maximally entangled vectors with respect to this measure are those of the form

∑ψ = ⊗
=k

e f
1

i

k

i i
1

for orthonormal systems ⊂⩽ ⩽ e( )i i k1 1, ⊂⩽ ⩽ f( )i i k1 2 where

=  { }k min dim , dim .1 2

In this case, one obtains ψ =π k . Specializing to = = 1 2
2 we see, for instance,

that Bell states are maximally entangled.

3. Generalized Schmidt Decomposability

As we have seen so far, the problem of characterizing entanglement in terms of projective
norms is completely solvable for pure bipartite states in finite dimensional quantum systems
by computing Schmidt coefficients. However, since there is no such result for multipartite
quantum systems in the first place, we are left with the quite challenging task of computing
projective norms by their definition. In the following, we demonstrate that there is a rea-
sonable generalization of the ‘classical’ Schmidt decomposition, which allows us to compute
projective norms in a completely analogous way for several classes of multipartite pure and
mixed states. Our main result formulated in theorem 3 applies to pure multipartite quantum
states. However, by using a natural isometric isomorphism, this theorem can also be used for
the evaluation of projective norms of large classes of mixed multipartite quantum states.

In order to prepare grounds for our main result of theorem 3, we first of all reformulate the
classical Schmidt decomposition. For this purpose, we start from the elementary fact that the set
of complex numbers  can be regarded as a ‘one-dimensional Hilbert space’ over the field 
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with ‘norm’ ∥ · ∥ =∣ · ∣: where ∣ · ∣ is the usual modulus on . Thus, for given Hilbert spaces
1, 2 we can consider the ‘product space’ ⊗ ⊗ 1 2 . Using  =dim 1 and the fact that

 ⊗ ⊗ = · · = ·     dim dim dim dim dim dim1 2 1 2 1 2

we see that the spaces ⊗ ⊗ 1 2 and ⊗ 1 2 are isomorphic. Moreover, there is a
natural isomorphism given by the linear extension of the assignment

ι ψ ψ λ λψ ψ⊗ ⊗ → ⊗ ⊗ ⊗ ↦ ⊗   : , .1 2 1 2 1 2 1 2

Therefore, we can think of these two spaces as ‘being the same in principal.’ It makes no
difference whether a quantum system is modeled by the former one or the latter one.
Furthermore, it is simple to see that this map is isometric with respect to the Hilbert space
norm and the projective norm, i.e.,

ψ ι ψ ψ= ∈ ⊗⊗
−

⊗ ⊗π π π
    ( ) for all .1

1 21 2 1 2

Now suppose we are given a vector ψ ∈ ⊗ 1 2 of the form

∑ψ λ= ⊗
=

e f
i

k

i i i
1

with orthonormal systems ⊂⩽ ⩽ e( )i i k1 1, ⊂⩽ ⩽ f( )i i k1 2 and arbitrary complex numbers
λ ⩽ ⩽( )i i k1 . The Schmidt coefficients of this particular vector are obviously given by λ λ| | | |,..., k1

since the phases of λ λ= | | · φei i
i i can be absorbed by the system ⩽ ⩽e( )i i k1 , for instance, to

obtain a new orthonormal system ˜ = ·φ
⩽ ⩽ ⩽ ⩽e e e( ) : ( )i i k

i
i i k1 1

i such that

∑ψ λ= ˜ ⊗
=

e f .
i

k

i i i
1

Therefore, the projective norm of ψ equals λ∑ | |=i
k

1 i . The ‘counterpart’
ψ ι ψ′ = ∈ ⊗ ⊗−  : ( )1

1 2 of the vector ψ is given by

∑ψ λ′ = ⊗ ⊗
=

e f
i

k

i i i

1

and using the ‘norm’ · on , the projective norm of ψ′ reads

 ∑ ∑ψ ψ λ λ′ = = = ∥ ∥⊗ ⊗ ⊗
= =

π π    .
i

k

i

i

k

i

1 1

1 2 1 2

Our goal is now to prove the following main result, which shows that the previous elementary
observations are a special case of a much more general behavior that provides powerful tools
for computing projective norms.

Theorem 3. Let 1, 2 be finite dimensional Hilbert spaces and X be an arbitrary finite
dimensional normed space. Moreover, suppose we are given a vector ξ ∈ ⊗ ⊗  X1 2

such that there are orthonormal systems ⊂⩽ ⩽ e( )i i k1 1, ⊂⩽ ⩽ f( )i i k1 2 and a family of vectors
⊂x x X,..., k1 satisfying

∑ξ = ⊗ ⊗
=

e f x .
i

k

i i i

1
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Then, the relation

∑ξ =⊗ ⊗
=

π π  xX

i

k

i X
1

1 2

is fulfilled where · X is the given norm on X.

Note that if the space X happens to be a projective tensor product of Hilbert spaces; that
is, = ⊗ ⊗π π X ... N3 , the previous theorem allows the reduction of an N-partite pro-
jective norm to a finite sum of −N( 2)-partite projective norms whenever its assumptions are
met. Hence, we have a reduction of an N-partite entanglement monotone to a finite sum of

−N( 2)-partite entanglement monotones. We will give a detailed proof of this theorem in
section 4. In order to demonstrate its usefulness for the evaluation of projective norms, let us
first of all take a look at how this result can be applied to some physically relevant cases.

Example 3. Let e e{ , }1 2 be an orthonormal basis of 2. We consider a tripartite qubit system
  ⊗ ⊗2 2 2 and an arbitrary unit vector of the form

ψ = · ⊗ ⊗ + · ⊗ ⊗ + · ⊗ ⊗ + · ⊗ ⊗a e e e b e e e c e e e d e e e1 1 1 1 1 2 2 2 1 2 2 2

with ∈a b c d, , , . Using theorem 3, we find

  

  

  

ψ = · ⊗ ⊗ + · ⊗ ⊗

+ · ⊗ ⊗ + · ⊗ ⊗

= ⊗ ⊗ + + ⊗ ⊗ +

= + + +

= + + +

⊗ ⊗

⊗ ⊗

⊗ ⊗

π π

π π

π π
( ) ( )

a e e e b e e e

c e e e d e e e

e e ae be e e ce de

ae be ce de

a b c d

1 1 1 1 1 2

2 2 1 2 2 2

1 1 1 2 2 2 1 2

1 2 1 2

2 2 2 2

2 2 2

2 2 2

2 2 2

yielding an explicit and simple-to-evaluate formula for the projective norm. Using

ψ= ∥ ∥ = + + +a b c d1 2 2 2 2 2

we get

  ψ = + + − −⊗ ⊗π π a b a b1 .2 2 2 2
2 2 2

The function → ↦ + −f x x x: [0, 1] , 1 attains its maximum at =x 1

2
. Hence, the

maximally entangled states within this class of tripartite pure qubit states are those that satisfy
| | + | | = | | + | | =a b c d2 2 2 2 1

2
. In particular, this is the case for the GHZ-state [26]

⊗ ⊗ + ⊗ ⊗e e e e e e
1

2
( ).1 1 1 2 2 2

The results and observations we considered so far motivate the following concept and its
nomenclature.

Definition 1. Let  ,1 2 be finite dimensional Hilbert spaces and X a finite dimensional
normed space. We call a vector ξ ∈ ⊗ ⊗  X1 2 a generalized Schmidt decomposable
vector (gsd-vector) if it is of the form as in theorem 3.
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The following table shows a comparison between the classical and the generalized
Schmidt decomposition.

classical Schmidt decomposition generalized Schmidt decomposition

space ⊗ ⊗ 1 2 ⊗ ⊗  X1 2

vectors λ∑ ⊗ ⊗= e fi
k

1 i i i ∑ ⊗ ⊗= e f xi
k

1 i i i

projective norm


λ∑ =i
k

1 i ∑ = xi
k

1 i X

Given a randomly chosen vector ξ ∈ ⊗ ⊗  X1 2 , it is certainly very improbable that
ξ is of the type as in definition 3. In fact, one can show that the W-state [18]

  ξ = ⊗ ⊗ + ⊗ ⊗ + ⊗ ⊗ ∈ ⊗ ⊗( )e e e e e e e e e:
1

3
W 1 1 2 1 2 1 2 1 1

2 2 2

where e e{ , }1 2 is an orthonormal basis of 2 satisfies

  
ξ ⩾

⊗ ⊗π π

3

2
.W 2 2 2

Furthermore, the maximum of the projective norm over the set of all unit gsd-vectors of
  ⊗ ⊗2 2 2 equals 2 . Therefore, ξW cannot be generalized Schmidt decomposable.
Nevertheless, whenever the gsd-structure is present, we have a powerful computational tool
for evaluating projective norms.

Although the principle of the generalized Schmidt decomposition is merely a concept
involving Hilbert spaces and is, therefore, dealing with state vectors, i.e., pure states, it is
nevertheless possible to apply it to mixed states as well. This circumstance is based on the fact
that there is an isometric isomorphism

≅ ⊗ ′π   ( )

where  is an arbitrary Hilbert space and ′ denotes its topological dual, which is a Hilbert
space as well. For vectors ψ φ ∈ , let →ψ φ  t :, , ζ ψ ζ φ↦ 〈 〉, denote the
corresponding rank-one-operator. The previously mentioned isomorphism is then given by
the continuous linear extension of the assignment

ψ φ↦ ⊗ ·ψ φt , .,

In fact, this isomorphism is certainly not too surprising for a physicist since Diracʼs notation is
based on it. Furthermore, in the case of = ⊗ = i

N
1 i the corresponding isomorphisms

→ ⊗ ′    : ( )i i i i induce an isomorphism

= ⊗ ⊗ ⊗ → ⊗ ⊗ ′= =      ( ) ( ): ... : .i
N

i
N

1 1N i i i1

Using the fact that forming projective norms is an associative procedure, we can reduce the
projective norm with respect to trace norms of a given N-partite state (compare with theorem
1) to the projective norm with respect to Hilbert space norms of a N2 -partite vector according
to

ρ ρ

ρ

=

=
′ ′

′ ′

⊗ ⊗ ⊗ ⊗ ⊗ ⊗

⊗ ⊗ ⊗ ⊗

π π π π π π

π π π π




       

   

( )

( ) .

( ) ( )... ( ) ... ( )

...

N N N

N N

1 1 1

1 1
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Example 4. Let e e{ ,..., }n1 and f f{ ,..., }n1 be orthonormal bases of n. We consider the
tripartite quantum system   ⊗ ⊗n n m and the ·n m - dimensional linear subspace

= ⊗ ⩽ ⩽ ⊗ { }e f i n: lin : 1 .i i
m

We compute the projective norm of all states having support on this subspace. It is a simple
text book exercise to show that for every linear operator Φ having support on  , there is a
family of linear operators Φij on m such that

∑Φ Φ= ⊗ ⊗
=

t t .
i j

n

e e f f ij

, 1

, ,i j i j

Therefore, we may identify Φ with the operator-valued n × n-matrix

Φ Φ

Φ Φ

⋯
⋮ ⋮

⋯

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟.

n

n nn

11 1

1

Applying the isometric isomorphism   ≅ ⊗ ′π( )n n n to the first two tensor factors, we
can perform a transformation according to

       ⊗ ⊗ → ⊗ ′ ⊗ ⊗ ′ ⊗π π π π π π   ( ) ( ) ( ) ( ).n n m n n n n m

For the projective norm of Φ we obtain

  

  

    

∑

∑

Φ

Φ

Φ

= ⊗ ⊗

= ⊗ · ⊗ ⊗ · ⊗

⊗ ⊗

= ⊗ ⊗

= ⊗ ′⊗ ⊗ ′⊗

π π

π π

π π π π

  

  



t t

e e f f, , .

( ) ( ) ( )

( ) ( ) ( )

( )

i j

n

e e f f ij

i j

n

i j i j ij

, 1

, ,

, 1

n n m

i j i j

n n m

n n n n m

Taking into account that projective norms are invariant under performing flips of the involved
spaces, flipping the second and third tensor factor yields

  

    

    

∑

∑ ∑

Φ

Φ

Φ

= ⊗ ⊗ · ⊗ · ⊗

= ⊗ ⊗ · ⊗ · ⊗

⊗ ⊗

= ⊗ ⊗ ′⊗ ′⊗

= = ⊗ ⊗ ′⊗ ′⊗

π π

π π π π

π π π π

  





e f e f

e f e f

, ,

, , .

( ) ( ) ( )

( )

( )

i j

n

i i j j ij

i

n

i i
j

n

j j ij

, 1

1 1

n n m

n n n n m

n n n n m

A first application of theorem 3 implies

  

  

∑ ∑

Φ

Φ= · ⊗ · ⊗

⊗ ⊗

= = ′⊗ ′⊗

π π

π π

  


e f, , .

( ) ( ) ( )

( )i

n

j

n

j j ij

1 1

n n m

n n m

Noting that 〈 · 〉 〈 · 〉e e{ , ,..., , }n1 and 〈 · 〉 〈 · 〉f f{ , ,..., , }n1 are orthonormal bases of  ′n , a
second application gives the final result
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   ∑Φ Φ=⊗ ⊗
=

π π   .( ) ( ) ( )
i j

n

ij

, 1
1

n n m

If Φ happens to be a density operator ρ with associated operators ρij on m we have the
additional conditions

ρ ρ ρ= ⩾* and 0jiij ii

yielding

∑ ∑ρ ρ ρ= = =
= =

1 tr ( ) tr ( )
i

n

ii
i

n

ii
1 1

1

and

ρ ρ ρ= =* .ijji ij
1 1 1

Therefore, the projective norm of ρ simplifies according to

   ∑ρ ρ= + ·⊗ ⊗
⩽ < ⩽

π π   1 2 .( ) ( ) ( )
i j n

ij
1

1
n n m

Comparing this to theorem 1, we see that ρ is separable if and only if ρ = 0ij for all
⩽ < ⩽i j n1 . If g g{ ,..., }k1 is an arbitrary orthonormal basis of m the relations

ρ ρ⊗ ⊗ ⊗ ⊗ =( )e f g e f g g g, ,j j k i i l ij k l

imply that ρ is separable if and only if the equations

ρ ⊗ ⊗ ⊗ ⊗ = ⩽ < ⩽ ⩽ ⩽( )e f g e f g i j n k l m, 0 for all 1 , 1 ,j j k i i l

are satisfied, which constitutes a fairly simple separability criterion.
It is worth taking a look at the geometric implications of this criterion. The previous

equations mean that ρ belongs to the kernel of the linear functionals

   φ Φ Φ⊗ ⊗ → ↦ ⊗ ⊗⎡
⎣⎢

⎤
⎦⎥ ( )( ) t t t: , tr .ijkl

n n m
e e f f g g, , ,j i j i k l

In particular, the separable states on  are given by the intersection of the set of all states on
 with the linear subspace of operators

  φ= ⋂ ⊂ ⊗ ⊗
⩽ < ⩽ ⩽ ⩽

 ( ): ker .
i j n k l m

ijkl
n n m

1 , 1 ,

4. The proof of theorem 3

4.1. Preparatory steps

As preparatory steps for the proof of our main theorem 3, let us first of all discuss three
important properties of projective norms.

First of all, it is important to emphasize that projective norms do not respect subspaces in
the following sense. Suppose we are given two finite dimensional normed spaces E F, and
subspaces ⊂X E , ⊂Y F . The norms on E and F induce norms on X and Y, respectively,
turning them into normed spaces as well. We denote the projective norm on ⊗X Y with
respect to these inherited norms by ∥ · ∥ ⊗πX Y . For a given vector ∈ ⊗ ⊂ ⊗u X Y E F , we
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can compute the norms ∥ ∥ ⊗πu X Y and ∥ ∥ ⊗πu E F . The crucial point is that, in general, the
inequality

∥ ∥ ⩾ ∥ ∥⊗ ⊗π πu uX Y E F

holds so that the equality sign can be achieved in special cases only. The reason for this
circumstance is that in ⊗E F there are usually more possible representations of u as a finite
sum of elementary tensors than in ⊗X Y , leading to a smaller value of the infimum
according to the definition of the projective norm. However, under additional assumptions on
the subspaces X and Y, we may achieve equality. In order to access these cases, we recall that
a subspace X of a normed space E is called complemented if there is a bounded projection

→P E E: such that =P E X( ) . In this context, the word ‘projection’ means that =P P2 ; that
is, P is not necessarily an orthogonal projection if E happens to be a Hilbert space. With this
definition, the following proposition holds.

Proposition 1. Let E F, be finite dimensional normed spaces and ⊂X E , ⊂Y F linear
subspaces that are complemented by projections of norm 1. Under this condition, the
following statements are valid:

(i) For every ∈ ⊗u X Y we have

∥ ∥ = ∥ ∥⊗ ⊗π πu u .X Y E F

(ii) The subspace ⊗ ⊂ ⊗X Y E F is complemented by a projection of norm 1.

A proof of this result can be found in [7], for example. As a second important property
for the proof of theorem 3, a statement about the behavior of trace norms under discarding all
non diagonal entries of a matrix is needed. This required property can be formulated in the
following lemma.

Lemma 1. Let us denote the set of all complex valued n×n-diagonal matrices by

 α α α= ∈{ }D ( ): diag( ,..., ): .n n i1

The linear operator

 

α α α
→

= ↦
T M D

A

: ( ) ( )
( ) diag( ,..., )
n n

ij nn11

fulfills the relation

⩽T A A( ) .1 1

Thus, the trace norm of a given n×n matrix does not increase if all its non diagonal entries
are replaced by zeroes.

Proof. We consider the canonical embedding

 ι Δ Δ↪ ↦D M: ( ) ( ), .n n

If we regard the matrix spaces D ( )n and M ( )n as being normed by the standard operator
norm, the map ι is (as an embedding) a linear map of norm 1. Thus, the dual map *ι of ι is a
linear operator of norm 1 as well. A fundamental statement of operator theory [27] tells us that
it is possible to describe the dual spaces  * *D M( ) , ( )n n by the spaces  D M( ), ( )n n

themselves via the isomorphisms

J. Phys. A: Math. Theor 47 (2014) 325301 F Sokoli and G Alber

13



 Φ → ↦ ·*M M A A: ( ) ( ) , tr ( )n n

 Ψ Δ Δ→ ↦ ·*D D: ( ) ( ) , tr ( )n n

which can be proven to be ∥ · ∥ − ∥ · ∥1 Op.-isometric. We will now show that the map T
factorizes according to

Ψ ι Φ= ◦ ◦*−T 1

i.e., the following diagram commutes

To this end, let ∈A M ( )n be arbitrary. For the diagonal matrix

λ λ Ψ ι Φ= ◦ ◦*−( ) Adiag ,..., : ( )n1
1

holds

λ λ λ

Ψ λ λ

Ψ Ψ ι Φ

ι Φ

Φ ι
α

=

=

= ◦ ◦ ◦

= ◦

= ◦
= · =

*

*

−

⎡⎣ ⎤⎦

( )
( )

( )
( )

( )

A

A

A
A

tr diag(1, 0 ,..., 0)diag ,...,

diag ,..., (diag(1, 0 ,..., 0))

( ) (diag(1, 0 ,..., 0))

( ) (diag(1, 0 ,..., 0))

( ( ) )(diag(1, 0 ,..., 0))
tr [ diag(1, 0 ,..., 0)] .

n

n

1 1

1

1

11

Analogously, one can show that λ α=i ii for ⩽ ⩽i n2 . This means that
*Ψ ι Φ= ◦ ◦−T A A( ) ( )1 and consequently *Ψ ι Φ= ◦ ◦−T 1 .

The maps Φ and Ψ (as well as their inverse maps) are, as isometries, operators of norm 1.
But this implies

⏟⏟
Ψ ι Φ⩽ · · · =*−

= =
=


T A A A( ) 1

1

1 1
1

1 1

which proves our lemma. □

The third property that is important for the proof of theorem 3 is the connection between
the projective norm and ℓ1-spaces (see [7] for details). Let ℓ ( )n

1 denote the space n endowed
with the usual 1-norm∥ · ∥1. For a normed space X, we can also define an X-valued version of
this space consisting of n-tuples of elements of X called ℓ X( )n

1 . The norm of an element
∈x x X( ,..., )n

T n
1 is then defined by

∑= ∥ ∥
=

x x x( ,..., ) : .n
T

X
i

n

i X1
1,

1
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We may embed elements of  ⊗ Xn into Xn by the map



∑ ∑

⊗ →

⊗ ↦
= =

j X X

z z x z x z x

:

( ,..., ) ( ,..., ).

n n

i

k

i i n i

i

k

i i i n i

1

,1 ,

1

,1 ,

As can be shown (compare [7]), this map defines an isometric isomorphism of the spaces
 ⊗πℓ X( )n

1 and ℓ X( )n
1 . This shows that ℓ1 spaces behave well with respect to the

construction of projective norms.
After these preparatory steps, let us now proceed to the proof of theorem 3, which will be

performed in two steps.

4.2. Step 1. In the first step, we concentrate on the case dim H1 ¼ dim H2.

Without loss of generality, let us assume that the orthonormal systems ⩽ ⩽e( )i i k1 , ⩽ ⩽f( )i i k1 are
orthonormal bases of 1 and 2, respectively. We denote by  the linear subspace of

⊗ 1 2 generated by the tensor diagonal ⊗ ⊗e f e f{ ,..., }k k1 1 . Thus, by definition, all
vectors of this subspace are of the form

∑ψ α= ⊗
=

e f .
i

k

i i i
1

As already pointed out in section 3, the projective norm of such a vector is given by

∑ψ α∥ ∥ =⊗
=

π  .
i

k

i

1

1 2

This implies that we have a ∥ · ∥ − ∥ · ∥⊗π  11 2 isometric isomorphism



∑
Λ

α α α

→

⊗ ↦
=


e f

:

( ,..., ) .

k

i

k

i i i k
T

1

1

It is now easy to see that this induces a ∥ · ∥ − ∥ · ∥⊗ ⊗π π X ℓ X( )k
1 -isometric isomorphism



∑ ∑
Λ

η Λ η

⊗ → ⊗

⊗ ↦ ⊗

∼

= =

 X X

x x

:

( ) .

k

i

l

i i

i

l

i i

1 1

Thereby, ∥ · ∥ ⊗π X denotes the projective norm with respect to the norm on  inherited by
the projective norm on ⊗ 1 2 and the norm on X.

Let us now demonstrate that  is complemented by a projection of norm 1. The
canonical candidate is, of course, the orthogonal projection ⊗ →  P : 1 2 and we
have to show that ∥ ∥ =P 1. For ⊗ ∈ e f1 1 , for example, we have ∥ ⊗ ∥ =⊗π  P e f1 1 1 2

∥ ⊗ ∥ =⊗π e f 11 1 1 2 so that∥ ∥ ⩾P 1. Furthermore, the projective norm of an arbitrary unit
vector ψ ∈ ⊗ 1 2 of the form

∑ψ α= ⊗
=

e f
i j

k

ij i j
, 1

is given by the sum of its Schmidt coefficients (compare with our discussion in section 2.1),
which equals the trace norm of the matrix α=A : ( )ij . Since
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∑ ∑ψ α α= ⊗ = ⊗

δ
= =

 
  ( )P P e f e f

i

k

ij i j
i

k

ii i i
1 1

ij

the representing matrix of ψP is given by discarding all nondiagonal elements of A.
Therefore, from lemma 1, we obtain the relation

ψ α α ψ= ⩽ = ∥ ∥
⊗ ⊗

π π    (P Adiag ,..., )kk11
1

1
1 2 1 2

which proves that∥ ∥ ⩽P 1 and consequently∥ ∥ =P 1. Let s s,..., k1 be the canonical basis
of k. By proposition 1, we can conclude that



 

∑ ∑

ξ ξ Λ ξ

Λ

= =

= ⊗ ⊗ = ⊗

∼
⊗ ⊗ ⊗ ⊗

= ⊗ = ⊗

π π π π

π π

⎛
⎝⎜

⎞
⎠⎟

   ( )

( ) ( )
e f x s x

( )
X X ℓ X

i

k

i i i

ℓ X i

k

i i

ℓ X1 1

k

k k

1 2 1

1 1

and using  ⊗ ≅π( ) ( )ℓ X ℓ Xk k
1 1 , we finally obtain

∑

∑

ξ δ δ=

= =

⊗ ⊗
=

=

π π  ( )
( )

( )

x x

x x x

,...,

( ,..., ) .

X

i

k

i i ik i
T

ℓ X

k
T

ℓ X
i

k

i X

1

1

1

1

k

k

1 2

1

1

This proves theorem 3 for the special case = dim dim1 2.

4.3. Step 2. Let us now consider the generalization to n ¼ dim H1 ≠ m ¼ dim H2.

Without loss of generality, we assume that <n m. Furthermore, we may supplement the
orthonormal systems ⩽ ⩽e( )i i k1 , ⩽ ⩽f( )i i k1 to orthonormal bases = ⩽ ⩽ e: ( )i i n1 of 1 and

′ = ⩽ ⩽ f: ( )i i m1 of 2, respectively. Defining the map

∑ ∑

ι

α α

→

↦

′

= =

  

e f

:

,
i

n

i i

i

n

i i

, 1 2

1 1

which is an isometric embedding of 1 into 2, we can identify 1 with the subspace
ι= ⊂′   : ( ), 1 2. The space  is complemented by the orthogonal projection P on 

and ∥ ∥ =P 1. Therefore, proposition 1.2 implies that the subspace ⊗ ⊂ ⊗   2 2 2 is
complemented by a projection of norm 1 as well, and by proposition 1.1, we obtain the
relation

J. Phys. A: Math. Theor 47 (2014) 325301 F Sokoli and G Alber

16



∑ ∑

∑ ∑

∑

ι⊗ ⊗ = ⊗ ⊗

= ⊗ ⊗ = ⊗ ⊗

= ∥ ∥

= ⊗ ⊗ =
′

⊗ ⊗

= ⊗ ⊗ = ⊗ ⊗

=

π π π π

π π π π

 
 

 

   

e f x e f x

f f x f f x

x

( )
i

k

i i i

X i

k

i i i

X

i

k

i i i

X i

k

i i i

X

i

k

i X

1 1

,

1 1

Step1

1

1 2 2

2 2 2

which finally proves the general form of theorem 3.

5. Summary and Conclusions

We have introduced the notion of generalized Schmidt decomposability of multipartite
quantum systems. It has been demonstrated that projective norms of multipartite pure
quantum states, which are induced by generalized Schmidt decomposable vectors, can be
evaluated in a simple way. Furthermore, we have shown that this technique can be extended
to the calculation of projective norms of certain classes of mixed states with the help of an
isometric isomorphism between the space of trace-class-operators on a Hilbert space and the
projective tensor product of this space with its topological dual.

In the future, we intend to explore possibilities of using the property of generalized
Schmidt decomposability for the computation of projective norms of N-partite states by
iteratively reducing them to finitely many projective norms of −N 2-partite states. Thus, in
optimal cases, it should be possible to reduce this problem to the evaluation of a finite set of
bipartite projective norms, i.e., to the evaluation of Schmidt coefficients. Using the previously
mentioned isometric isomorphism, it should also be possible to extend this procedure to
mixed states.
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